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Presentacion del programa

La Inteligencia Artificial esta transformando la Investigacion Clinica, optimizando
procesos, acelerando el descubrimiento de farmacos y mejorando el analisis de datos
meédicos. De hecho, un nuevo estudio realizado por la Organizacion Mundial de la Salud
destaca que el uso de sistemas inteligentes en el campo sanitario ha aumentado en
un 42% la precision en los diagnésticos, contribuyendo a la deteccion temprana de
enfermedades complejas. Frente a esta realidad, los especialistas requieren incorporar
a su praxis las técnicas mas sofisticadas del aprendizaje automatico para analizar
grandes volumenes de datos sanitarios, identificar patrones en afecciones y optimizar
la seleccion de tratamientos personalizados. Por eso, TECH presenta una vanguardista
titulacion universitaria 100% online centrada en el uso de Inteligencia Artificial

en la Investigacion Clinica.




Presentacion del programa | 05 tech

Con este Master Titulo Propio
totalmente online, manejaras las
técnicas mas modernas de la
Inteligencia Artificial para optimizar
la eficiencia de los ensayos clinicos”
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La convergencia entre la Inteligencia Artificial y la Investigacion Clinica esta
transformando la forma en que se disefian y evallan los tratamientos médicos.

Por ejemplo, modelos avanzados de aprendizaje automatico analizan datos genomicos
con una precision sin precedentes, impulsando el desarrollo de terapias personalizadas
y mejorando los resultados en ensayos clinicos. Asimismo, el uso de redes neuronales
en el andlisis de imagenes médicas permite detectar enfermedades con un nivel

de exactitud comparable al de los especialistas mas experimentados.

Ante esta premisa, TECH ha creado un pionero Master Titulo Propio en Inteligencia
Artificial en Investigacién Clinica. Mediante un plan de estudios integral, se abordara
desde la gestion avanzada de datos biomédicos, hasta la automatizacion de
diagnosticos y procedimientos terapéuticos. También, se profundizara en las técnicas
mas modernas de mineria de datos y la implementacion de sistemas inteligentes
para mejorar la precision diagnostica y agilizar la validacion de ensayos clinicos. De
este modo, los profesionales seran capaces de desarrollar modelos predictivos que
contribuyan a la identificacion precoz de patologias complejas. Asimismo, disefiaran
intervenciones personalizadas para optimizar el bienestar general de los pacientes.

En esta misma linea, los egresados lograran optimizar la identificacion de patrones

y tendencias en el analisis biomédico. Ademas, seran capaces de enfrentar retos
significativos como la transparencia de los algoritmos, entendiendo el funcionamiento
de los modelos de Inteligencia Artificial, su interpretacion y la gestion ética

de los datos sanitarios.

En lo que respecta a la metodologia del programa universitario, se basara en

el disruptivo sistema del Relearning, asegurando que los especialistas asimilen
los conceptos claves del temario de forma progresiva y efectiva. Asi, lo Unico
que necesitaran sera un dispositivo electronico con conexion a internet

para adentrarse al Campus Virtual.

Este Master Titulo Propio en Inteligencia Artificial en Investigacién Clinica contiene
el programa universitario mas completo y actualizado del mercado. Sus caracteristicas
mas destacadas son:

+ El desarrollo de casos practicos presentados por expertos en Inteligencia Artificial

+ Los contenidos graficos, esquematicos y eminentemente practicos con los que
estan concebidos recogen una informacion cientifica y préctica sobre aquellas
disciplinas indispensables para el gjercicio profesional

+ Los ejercicios practicos donde realizar el proceso de autoevaluacion para mejorar
el aprendizaje

+ Su especial hincapié en metodologias innovadoras en la Inteligencia Artificial
en Investigacion Clinica

+ Las lecciones tedricas, preguntas al experto, foros de discusién de temas
controvertidos y trabajos de reflexion individual

+ Ladisponibilidad de acceso a los contenidos desde cualquier dispositivo
fijo o portdtil con conexion a internet

Comprenderas el impacto de la
Inteligencia Artificial en la Investigacion
Clinica, explorando su aplicacion

en la gestion de datos biomédicos

y en el analisis predictivo”
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Desarrollaras algoritmos avanzados de
mineria de datos biomédicos, facilitando

Aplicards modelos de Machine la extraccion y analisis de grandes
Learning para mejorar el volumenes de informacion sanitaria.
diagnostico de enfermedades

complejas como el Cancer”

Gracias al Relearning de TECH podras
asimilar los conceptos esenciales de
una forma rapida, natural y precisa.

Incluye en su cuadro docente a profesionales pertenecientes al ambito de la Inteligencia
Artificial, que vierten en este programa la experiencia de su trabajo, ademas de
reconocidos especialistas de sociedades de referencia y universidades de prestigio.

Su contenido multimedia, elaborado con la ultima tecnologia educativa, permitira al
profesional un aprendizaje situado y contextualizado, es decir, un entorno simulado que
proporcionara un estudio inmersivo programado para entrenarse ante situaciones reales.

El disefio de este programa se centra en el Aprendizaje Basado en Problemas, mediante
el cual el alumno debera tratar de resolver las distintas situaciones de practica profesional
que se le planteen a lo largo del curso académico. Para ello, el profesional contara con la
ayuda de un novedoso sistema de video interactivo realizado por reconocidos expertos.
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¢ Por qué estudiar en TECH?

TECH es la mayor Universidad digital del mundo. Con un impresionante catalogo de
mas de 14.000 programas universitarios, disponibles en 11 idiomas, se posiciona como
lider en empleabilidad, con una tasa de insercion laboral del 99%. Ademas, cuenta con
un enorme claustro de mas de 6.000 profesores de maximo prestigio internacional.
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Estudia en la mayor universidad
digital del mundo y asegura tu éxito
profesional. El futuro empieza en TECH"
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El mejor claustro docente top internacional
La mejor universidad online del mundo segiun FORBES

El claustro docente de TECH estad integrado por mas de 6.000 TECH es la mayor universidad digital del mundo. Somos
La prestigiosa revista Forbes, especializada en negocios y profesores de maximo prestigio internacional. Catedraticos, la mayor institucion educativa, con el mejor y mas
finanzas, ha destacado a TECH como «la mejor universidad investigadores y altos ejecutivos de multinacionales, entre los amplio catdlogo educativo digital, cien por cien online
online del mundo». Asi lo han hecho constar recientemente cuales se destacan Isaiah Covington, entrenador de rendimiento y abarcando la gran mayorfa de areas de conocimiento.
en un articulo de su edicion digital en el que se hacen eco de los Boston Celtics; Magda Romanska, investigadora principal Ofrecemos el mayor nimero de titulaciones propias,
del caso de éxito de esta institucion, «gracias a la oferta de MetalLAB de Harvard; Ignacio Wistuba, presidente del titulaciones oficiales de posgrado y de grado
académica que ofrece, la seleccién de su personal docente, departamento de patologia molecular traslacional del MD universitario del mundo. En total, mas de 14.000 titulos
y un método de aprendizaje innovador orientado a formar Anderson Cancer Center; o D.W Pine, director creativo de la universitarios, en once idiomas distintos, que nos
a los profesionales del futuro». revista TIME, entre otros. convierten en la mayor institucion educativa del mundo.

4

Profesorado

TOP

Internacional

n°1
Mundial

Mayor universidad
online del mundo,

Plan

de estudios
mas completo

o

La metodologia
mas eficaz

Forbes

Mejor universidad
online del mundo,

Un método de aprendizaje tnico

TECH es la primera universidad que emplea el Relearning

TECH ofrece los planes de estudio mas completos en todas sus titulaciones. Se trata de la mejor metodologia
del panorama universitario, con temarios que de aprendizaje online, acreditada con certificaciones
abarcan conceptos fundamentales y, al mismo internacionales de calidad docente, dispuestas por agencias
tiempo, los principales avances cientificos en sus educativas de prestigio. Ademas, este disruptivo modelo
areas cientificas especificas. Asimismo, estos académico se complementa con el “Método del Caso’,
programas son actualizados continuamente para configurando asi una estrategia de docencia online Unica.
garantizar al alumnado la vanguardia académica También en ella se implementan recursos didacticos

y las competencias profesionales méas demandadas. innovadores entre los que destacan videos en detalle,

De esta forma, los titulos de la universidad infograffas y resimenes interactivos.

proporcionan a sus egresados una significativa
ventaja para impulsar sus carreras hacia el éxito.



La universidad online oficial de la NBA

TECH es la universidad online oficial de la NBA. Gracias a
un acuerdo con la mayor liga de baloncesto, ofrece a sus
alumnos programas universitarios exclusivos, asi como
una gran variedad de recursos educativos centrados en el
negocio de la liga y otras dreas de la industria del deporte.
Cada programa tiene un curriculo de disefio Unico y
cuenta con oradores invitados de excepcion: profesionales
con una distinguida trayectoria deportiva que ofreceran

su experiencia en los temas mas relevantes.

\

Universidad
online oficial
de laNBA
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Lideres en empleabilidad

TECH ha conseguido convertirse en la universidad lider en
empleabilidad. EI 99% de sus alumnos obtienen trabajo en
el campo académico que ha estudiado, antes de completar
un afio luego de finalizar cualquiera de los programas

de la universidad. Una cifra similar consigue mejorar su
carrera profesional de forma inmediata. Todo ello gracias

a una metodologfa de estudio que basa su eficacia en

la adquisicién de competencias practicas, totalmente
necesarias para el desarrollo profesional.

4.9

* global score

99%

Garantia de maxima
empleabilidad

Google Partner Premier

El gigante tecnologico norteamericano ha otorgado a
TECH la insignia Google Partner Premier. Este galardén,
solo al alcance del 3% de las empresas del mundo, pone
en valor la experiencia eficaz, flexible y adaptada que esta
universidad proporciona al alumno. El reconocimiento no
solo acredita el maximo rigor, rendimiento e inversion en
las infraestructuras digitales de TECH, sino que también
sitla a esta universidad como una de las compafiias
tecnoldgicas mas punteras del mundo.

La universidad mejor valorada por sus alumnos

Los alumnos han posicionado a TECH como la
universidad mejor valorada del mundo en los principales
portales de opinion, destacando su calificacion

mas alta de 4,9 sobre 5, obtenida a partir de mas de
1.000 resefias. Estos resultados consolidan a TECH
como la institucion universitaria de referencia a nivel
internacional, reflejando la excelencia y el impacto
positivo de su modelo educativo.
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Plan de estudios

El plan de estudios, disefiado por auténticas referencias pertenecientes al sector,

abordara desde los fundamentos de la Inteligencia Artificial, hasta la aplicacién

de técnicas de machine learning vanguardistas para optimizar la Investigacion

Clinica. Asimismo, el temario profundizara en diversas estrategias de Big Data que

les permitiran a los egresados gestionar grandes volumenes de datos biomédicos,

identificar patrones en estudios clinicos y mejorar la precision en la toma de decisiones. L
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Utilizaras herramientas
sofisticadas de visualizacion
de datos clinicos, facilitando
la interpretacion de resultados
en Investigacion Biomédica”
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Maédulo 1. Fundamentos de la Inteligencia Artificial

1.1.  Historia de la Inteligencia Artificial
1.1.1.  ¢Cuéndo se empieza a hablar de Inteligencia Artificial?
1.1.2. Referentes en el cine
1.1.3.  Importancia de la Inteligencia Artificial
1.1.4.  Tecnologias que habilitan y dan soporte a la Inteligencia Artificial
1.2.  LaInteligencia Artificial en juegos
1.21.  Teoria de juegos
1.2.2.  Minimaxy poda alfa-beta
1.2.3.  Simulacion: Monte Carlo
1.3.  Redes de neuronas
1.3.1.  Fundamentos bioldgicos
1.3.2.  Modelo computacional
1.3.3.  Redes de neuronas supervisadas y no supervisadas
1.3.4. Perceptron simple
1.3.5.  Perceptron multicapa
1.4.  Algoritmos genéticos
1.4.1. Historia
1.4.2. Base biologica
1.4.3. Codificacion de problemas
1.4.4. Generacion de la poblacion inicial
1.4.5.  Algoritmo principal y operadores genéticos
1.4.6. Evaluacion de individuos: Fitness
1.5, Tesauros, vocabularios, taxonomias
1.5.1.  Vocabularios
1.5.2.  Taxonomias
1.5.3.  Tesauros
1.5.4.  Ontologias
1.5.5.  Representacion del conocimiento: web semantica
1.6.  Web semantica
1.6.1.  Especificaciones: RDF, RDFS 'y OWL
1.6.2. Inferencia/razonamiento
1.6.3.  Linked data




1.7.

1.8.

1.9.
1.10.

Sistemas expertos y DSS

1.7.1.
1.7.2.

Sistemas expertos
Sistemas de soporte a la decision

Chatbots y asistentes virtuales

1.8.1.
1.8.2.

1.8.3.
1.8.4.

Tipos de asistentes: asistentes por voz y por texto

Partes fundamentales para el desarrollo de un asistente: Intents,
entidades y flujo de didlogo

Integraciones: web, Slack, Whatsapp, Facebook
Herramientas de desarrollo de asistentes: DialogFlow, Watson Assistant

Estrategia de implantacion de 1A

Futuro de la Inteligencia Artificial

1.10.1.
1.10.2.
1.10.3.
1.10.4.

Entendemos como detectar emociones mediante algoritmos
Creacion de una personalidad: lenguaje, expresiones y contenido
Tendencias de la Inteligencia Artificial

Reflexiones

Maédulo 2. Tipos y ciclo de vida del dato

2.1.

2.2.

La estadistica

211
21.2.
213

Estadistica: estadistica descriptiva, estadistica inferencial
Poblacion, muestra, individuo
Variables: definicion, escalas de medidas

Tipos de datos estadisticos

2.2.1.

222

2.2.3.

Segun tipo

2.2.1.1. Cuantitativos: datos continuos y datos discretos

2.2.1.2. Cualitativos: datos binomiales, datos nominales y datos ordinales
Segun su forma

2.2.2.1. Numérico

2.2.2.2. Texto

2.2.2.3. Légico

Segun su fuente

2.2.3.1. Primarios

2.2.3.2. Secundarios

2.3.

2.4.

2.5.

2.6.

2.7.

2.8.

2.9.

2.10.
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Ciclo de vida de los datos

2.3.1. Etapas delciclo
2.3.2.  Hitos del ciclo
2.3.3.  Principios FAIR

Etapas iniciales del ciclo

2.47. Definicion de metas

2.4.2.  Determinacion de recursos necesarios
2.4.3. Diagrama de Gantt

2.44.  Estructura de los datos

Recoleccion de datos

2.5.1.  Metodologia de recoleccion

2.5.2. Herramientas de recoleccion

2.53. Canales de recoleccion

Limpieza del dato

2.6.1. Fasesdelalimpieza de datos
2.6.2. Calidad del dato
2.6.3.  Manipulacion de datos (con R)

Analisis de datos, interpretacion y valoracion de resultados
2.7.1.
2.7.2.
2.7.3.
Almacén del dato (datawarehouse)

Medidas estadisticas
indices de relacién
Mineria de datos

2.8.1.  Elementos que lo integran
2.8.2. Disefio
2.8.3. Aspectos a considerar

Disponibilidad del dato

29.1. Acceso
2.9.2. Utilidad
29.3. Seguridad

Aspectos normativos

2.10.1. Ley de proteccion de datos
2.10.2. Buenas practicas

2.10.3. Otros aspectos normativos



tecn 161 Plan de estudios

Maédulo 3. El dato en la Inteligencia Artificial 3.9. Modelos supervisados

3.9.1.  Modelo supervisado
39.2.  Métodos
3.9.3. Clasificacion con modelos supervisados

3.1.  Ciencia de datos

3.1.1.  La Ciencia de Datos

3.1.2.  Herramientas avanzadas para el cientifico de datos . o
. y . 3.10. Herramientas y buenas practicas
3.2.  Datos, informacion y conocimiento o o
3.10.1. Buenas practicas para un cientifico de datos

3.2.1.  Datos, informacion y conocimiento i
3.10.2. El'mejor modelo

3.2.2.  Tipos de datos
3.2.3.  Fuentes de datos

33.  Delos datos a lainformacion Médulo 4. Mineria de datos. Seleccion, preprocesamiento

3.3.1. Analisis de datos y transformacion
3.3.2.  Tipos de analisis

3.3.3.  Extraccion de Informacion de un dataset

3.10.3. Herramientas Utiles

47. Lainferencia estadistica

, ) , ) ) o, 411. E isti ripti Inferenci isti
3.4.  Extraccion de informacién mediante visualizacion stadistica descriptiva vs Inferencia estadistica

o . s 4.1.2.  Procedimientos paramétricos
3.4.1. Lavisualizacién como herramienta de analisis

4.1.3.  Procedimientos no paramétricos
4.2, Andlisis exploratorio

3.4.2.  Métodos de visualizacion

3.4.3.  Visualizacion de un conjunto de datos
3.5. Calidad de los datos

3.5.1.  Datos de calidad

3.5.2. Limpieza de datos

3.5.3.  Preprocesamiento basico de datos
3.6. Dataset

3.6.1.  Enriguecimiento del dataset

3.6.2.  Lamaldicion de la dimensionalidad

4.2.1.  Andlisis descriptivo
4.2.2.  Visualizacion
4.2.3.  Preparacion de datos
4.3.  Preparacion de datos
4.3.1.  Integraciony limpieza de datos
4.3.2. Normalizacién de datos
4.3.3. Transformando atributos
4.4.  Los valores perdidos

3.6.3.  Modificacion de nuestro conjunto de datos

37 Desbalanceo 441 Tratamiento de valores perdidos

4.4.2. Métodos de imputacion de maxima verosimilitud
4.4.3.  Imputacion de valores perdidos usando aprendizaje automatico

3.7.1. Desbalanceo de clases

3.7.2.  Técnicas de mitigacion del desbalanceo .
3.7.3.  Balanceo de un dataset 45, Hlruidoen fos datos

4.51. Clases deruidoy atributos
4.5.2.  Filtrado de ruido

453. Elefecto del ruido

3.8, Modelos no supervisados
3.8.1.  Modelo no supervisado
3.8.2.  Métodos
3.8.3.  Clasificacion con modelos no supervisados



4.6.

4.7.

4.8.

4.9.

4.10.

La maldicion de la dimensionalidad

4.6.1.  Oversampling

4.6.2. Undersampling

4.6.3.  Reduccion de datos multidimensionales
De atributos continuos a discretos

4.7.1.  Datos continuos versus discretos

4.7.2.  Proceso de discretizacion

Los datos

48.1. Seleccion de datos

4.8.2.  Perspectivasy criterios de seleccion
4.83. Métodos de seleccion

Seleccion de instancias

4.9.1. Meétodos para la seleccion de instancias
49.2.  Seleccién de prototipos

493. Métodos avanzados para la seleccion de instancias
Preprocesamiento de datos en entornos big data

Médulo 5. Algoritmia y complejidad en Inteligencia Artificial
5.1

5.2.

Introduccion a las estrategias de disefio de algoritmos
51.1.  Recursividad

5.1.2.  Dividey conquista

5.1.3. Otras estrategias

Eficiencia y analisis de los algoritmos

52.1. Medidas de eficiencia

5.2.2.  Medir el tamafio de la entrada

52.3.  Medir el tiempo de ejecucion

5.2.4.  Caso peor, mejor y medio

5.2.5.  Notacidn asintética

5.2.6. Criterios de Andlisis matematico de algoritmos no recursivos
52.7.  Andlisis matematico de algoritmos recursivos
5.2.8.  Andlisis empirico de algoritmos

5.3.

5.4.

5.5.

5.6.

5.7.

5.8.
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Algoritmos de ordenacion

5.3.1. Concepto de ordenacion

5.3.2.  Ordenacion de la burbuja
5.3.3.  Ordenacion por seleccion
5.3.4.  Ordenacion por insercion
5.3.5.  Ordenacidén por mezcla (merge_sort)
5.3.6.  Ordenacion répida (quick_sort)
Algoritmos con arboles

54.1. Concepto de arbol

5.4.2.  Arboles binarios

54.3. Recorridos de arbol

5.4.4. Representar expresiones
5.4.5.  Arboles binarios ordenados
5.4.6. Arboles binarios balanceados
Algoritmos con heaps

55.1. Los heaps

55.2.  Elalgoritmo heapsort

55.3. Lascolas de prioridad
Algoritmos con grafos

5.6.1. Representacion

5.6.2.  Recorrido en anchura

5.6.3. Recorrido en profundidad
5.6.4.  Ordenacion topoldgica
Algoritmos greedy

57.1. Laestrategia greedy

5.7.2. Elementos de la estrategia greedy
5.7.3. Cambio de monedas

5.7.4.  Problema del viajante

5.7.5.  Problema de la mochila
Busqueda de caminos minimos

58.1. Elproblema del camino minimo
5.8.2. Arcos negativos y ciclos

5.8.3. Algoritmo de Dijkstra

tecn



tecn 181Plan de estudios

59.

5.10.

Algoritmos greedy sobre grafos

59.1. Elarbol de recubrimiento minimo
59.2.  Elalgoritmo de Prim

59.3. Elalgoritmo de Kruskal

59.4. Andlisis de complejidad
Backtracking

5.10.1. El backtracking

510.2. Técnicas alternativas

Mddulo 6. Sistemas inteligentes

6.1.

6.2.

6.3.

6.4.

Teoria de agentes

6.1.1.  Historia del concepto

6.1.2.  Definicion de agente

6.1.3.  Agentes en Inteligencia Artificial

6.1.4. Agentes en ingenieria de software

Arquitecturas de agentes

6.2.1.  Elproceso de razonamiento de un agente

6.2.2.  Agentes reactivos

6.2.3.  Agentes deductivos

6.2.4.  Agentes hibridos

6.2.5. Comparativa

Informacion y conocimiento

6.3.1.  Distincion entre datos, informacion y conocimiento
6.3.2.  Evaluacion de la calidad de los datos

6.3.3.  Métodos de captura de datos

6.3.4. Métodos de adquisicion de informacion

6.3.5. Métodos de adquisicion de conocimiento
Representacion del conocimiento

6.4.1. Laimportancia de la representacion del conocimiento
6.4.2.  Definicion de representacion del conocimiento a través de sus roles
6.4.3.  Caracteristicas de una representacion del conocimiento

6.5.

6.6.

6.7.

6.8.

6.9.

Ontologias

6.5.1.  Introduccion a los metadatos

6.5.2.  Concepto filosofico de ontologia

6.5.3.  Concepto informatico de ontologia

6.5.4. Ontologias de dominio y ontologias de nivel superior
6.5.5.  ;Como construir una ontologia?

Lenguajes para ontologias y Software para la creacion de ontologias
6.6.1.  Tripletas RDF, turtley N

6.6.2.  RDF Schema

6.6.3.  OWL

6.6.4.  SPARQL

6.6.5.  Introduccion a las diferentes herramientas para la creacion de ontologias

6.6.6. Instalacion y uso de Protége

La web semantica

6.7.1. Elestado actual y futuro de la web semantica

6.7.2.  Aplicaciones de la web semantica

Otros modelos de representacion del conocimiento

6.8.1.  Vocabularios

6.8.2.  Vision global

6.8.3.  Taxonomias

6.8.4. Tesauros

6.8.5.  Folksonomias

6.8.6. Comparativa

6.8.7. Mapas mentales

Evaluacion e integracion de representaciones del conocimiento
6.9.1. Logica de orden cero

6.9.2.  Logica de primer orden

6.9.3. Ldgica descriptiva

6.9.4. Relacion entre diferentes tipos de l6gica

6.9.5.  Prolog: programacion basada en logica de primer orden
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6.10. Razonadores semanticos, sistemas basados en conocimiento y Sistemas Expertos
6.10.1. Concepto de razonador
6.10.2. Aplicaciones de un razonador
6.10.3. Sistemas basados en el conocimiento
6.10.4. MYCIN, historia de los sistemas expertos
6.10.5. Elementos y arquitectura de sistemas expertos
6.10.6. Creacion de sistemas expertos

Mddulo 7. Aprendizaje automatico y mineria de datos

7.1, Introduccion a los procesos de descubrimiento del conocimiento y conceptos
basicos de aprendizaje automatico

7.1.1.  Conceptos clave de los procesos de descubrimiento del conocimiento
7.1.2.  Perspectiva histérica de los procesos de descubrimiento del conocimiento
7.1.3.  Etapas de los procesos de descubrimiento del conocimiento
7.1.4.  Técnicas utilizadas en los procesos de descubrimiento del conocimiento
7.1.5.  Caracteristicas de los buenos modelos de aprendizaje automatico
7.1.6.  Tipos de informacion de aprendizaje automatico
7.1.7.  Conceptos basicos de aprendizaje
7.1.8.  Conceptos basicos de aprendizaje no supervisado
7.2.  Exploracion y preprocesamiento de datos
7.2.1.  Tratamiento de datos
7.2.2.  Tratamiento de datos en el flujo de analisis de datos
7.2.3.  Tipos de datos
7.2.4.  Transformaciones de datos
7.2.5.  Visualizacion y exploracion de variables continuas
7.2.6.  Visualizacion y exploracion de variables categoricas
7.2.7.  Medidas de correlacion
7.2.8. Representaciones graficas mas habituales
7.2.9. Introduccion al andlisis multivariante y a la reduccion de dimensiones
7.3.  Arboles de decision
7.3.1.  Algoritmo ID3
7.3.2.  Algoritmo C
7.3.3.  Sobreentrenamiento y poda
7.3.4.  Andlisis de resultados
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7.4.

7.5.

7.6.

7.7.

7.8.

7.9.

Evaluacion de clasificadores

7.4.1.  Matrices de confusion

7.4.2.  Matrices de evaluacion numérica
7.4.3.  Estadistico de Kappa

7.4.4. Lacurva ROC

Reglas de clasificacion

7.5.1.  Medidas de evaluacion de reglas
7.5.2.  Introduccion a la representacion grafica
7.5.3.  Algoritmo de recubrimiento secuencial
Redes neuronales

7.6.1.  Conceptos basicos

7.6.2.  Redes de neuronas simples

7.6.3.  Algoritmo de backpropagation

7.6.4. Introduccion a las redes neuronales recurrentes
Métodos bayesianos

7.7.1.  Conceptos basicos de probabilidad
7.7.2. Teorema de Bayes

7.7.3.  Naive Bayes

7.7.4. Introduccion a las redes bayesianas
Modelos de regresion y de respuesta continua
7.8.1. Regresion lineal simple

7.8.2.  Regresion lineal multiple

7.8.3.  Regresion logistica

7.84.  Arboles de regresion

7.8.5.  Introduccién a las maquinas de soporte vectorial (SVM)
7.8.6. Medidas de bondad de ajuste
Clustering

7.9.1. Conceptos basicos

7.9.2.  Clustering jerarquico

7.9.3.  Métodos probabilistas

7.9.4.  Algoritmo EM

7.9.5.  Método B-Cubed

7.9.6. Métodos implicitos

7.10 Minerfa de textos y procesamiento de lenguaje natural (NLP)

Madulo 8. Las redes neuronales, base de deep learning

8.1.

8.2.

8.3.

8.4.

8.5.

8.6.

7.10.1. Conceptos basicos
7.10.2. Creacion del corpus
7.10.3. Analisis descriptivo
7.10.4. Introduccion al andlisis de sentimientos

Aprendizaje profundo

8.1.1.  Tipos de aprendizaje profundo

8.1.2.  Aplicaciones del aprendizaje profundo
8.1.3.  Ventajasy desventajas del aprendizaje profundo
Operaciones

8.2.1.  Suma

8.2.2.  Producto

8.2.3. Traslado

Capas

8.3.1. Capa de entrada

8.3.2. Capaoculta

8.3.3. Capade salida

Union de capas y operaciones

8.4.1. Disefo de arquitecturas

8.4.2.  Conexion entre capas

8.4.3.  Propagacion hacia adelante
Construccion de la primera red neuronal

8.5.1. Disefio delared

8.5.2. Establecer los pesos

8.5.3.  Entrenamiento de la red

Entrenador y Optimizador

8.6.1.  Seleccion del optimizador

8.6.2. Establecimiento de una funcion de pérdida
8.6.3.  Establecimiento de una métrica



8.7.

8.8.

8.9.

8.10.

Aplicacion de los principios de las redes neuronales

8.7.1.  Funciones de activacion

8.7.2.  Propagacion hacia atras

8.7.3.  Ajuste de los parametros

De las neuronas bioldgicas a las artificiales

8.8.1.  Funcionamiento de una neurona bioldgica

8.8.2.  Transferencia de conocimiento a las neuronas artificiales
8.8.3.  Establecer relaciones entre ambas
Implementacion de MLP (perceptrén multicapa) con Keras
8.9.1.  Definicion de la estructura de la red

8.9.2. Compilacion del modelo

8.9.3.  Entrenamiento del modelo

Hiperparametros de fine tuning de Redes Neuronales
8.10.1. Seleccion de la funcién de activacion

8.10.2. Establecer el learning rate

8.10.3. Ajuste de los pesos

Maédulo 9. Entrenamiento de redes neuronales profundas

9.1.

9.2.

9.3.

9.4.

Problemas de gradientes

9.1.1.  Técnicas de optimizacion de gradiente

9.1.2.  Gradientes estocasticos

9.1.3.  Técnicas de inicializacion de pesos
Reutilizacion de capas preentrenadas

9.2.1.  Entrenamiento de transferencia de aprendizaje
0.2.2.  Extraccion de caracteristicas

9.2.3.  Aprendizaje profundo

Optimizadores

9.3.1.  Optimizadores de descenso de gradiente estocastico
9.3.2. Optimizadores Adam y RMSprop

9.3.3.  Optimizadores de momento

Programacion de la tasa de aprendizaje

9.4.1.  Control de tasa de aprendizaje automatico
9.42. Ciclos de aprendizaje

9.43. Términos de suavizado

9.5.

9.6.

9.7.

9.8.

9.9.

9.10.
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Sobreajuste

9.5.1.  Validacioén cruzada

9.5.2.  Regularizacion

9.5.3.  Meétricas de evaluacion

Directrices Practicas

9.6.1. Disefio de modelos

9.6.2.  Seleccion de métricas y parametros de evaluacion
9.6.3.  Pruebas de hipotesis

Transfer learning

9.7.1.  Entrenamiento de transferencia de aprendizaje
9.7.2.  Extraccion de caracteristicas

9.7.3.  Aprendizaje profundo

Data augmentation

9.8.1.  Transformaciones de imagen

0.8.2.  Generacion de datos sintéticos

9.8.3. Transformacion de texto

Aplicacion préctica de transfer learning

9.9.1.  Entrenamiento de transferencia de aprendizaje
9.9.2.  Extraccion de caracteristicas

9.9.3.  Aprendizaje profundo

Regularizacion

9.10.1. LyL

9.10.2. Regularizacion por maxima entropia

9.10.3. Dropout

tecn

Médulo 10. Personalizacion de modelos y entrenamiento con TensorFlow

10.1.

10.2.

TensorFlow

10.1.7. Uso de la biblioteca TensorFlow

10.1.2. Entrenamiento de modelos con TensorFlow

10.1.3. Operaciones con graficos en TensorFlow
TensorFlow y NumPy

10.2.1. Entorno computacional NumPy para TensorFlow
10.2.2. Utilizacién de los arrays NumPy con TensorFlow
10.2.3. Operaciones NumPy para los graficos de TensorFlow
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10.8. Personalizacion de modelos y algoritmos de entrenamiento

10.3.1. Construccion de modelos personalizados con TensorFlow

10.3.2. Gestion de parametros de entrenamiento

10.3.3. Utilizacion de técnicas de optimizacion para el entrenamiento
10.4. Funciones y graficos de TensorFlow

10.4.1. Funciones con TensorFlow

10.4.2. Utilizacion de graficos para el entrenamiento de modelos

10.4.3. Optimizacioén de graficos con operaciones de TensorFlow
10.5. Cargay preprocesamiento de datos con TensorFlow

10.5.1. Carga de conjuntos de datos con TensorFlow

10.5.2. Preprocesamiento de datos con TensorFlow

10.5.3. Utilizacién de herramientas de TensorFlow para la manipulacién de datos
10.6. La APl tfdata

10.6.1. Utilizacién de la API tfdata para el procesamiento de datos

10.6.2. Construccion de flujos de datos con tfdata

10.6.3. Uso de la API tfdata para el entrenamiento de modelos
10.7. Elformato TFRecord

10.7.1. Utilizacion de la APl TFRecord para la serializacion de datos

10.7.2. Carga de archivos TFRecord con TensorFlow

10.7.3. Utilizacién de archivos TFRecord para el entrenamiento de modelos
10.8. Capas de preprocesamiento de Keras

10.8.1. Utilizacion de la APl de preprocesamiento de Keras

10.8.2. Construccion de pipelined de preprocesamiento con Keras

10.8.3. Uso de la API de preprocesamiento de Keras para el entrenamiento
de modelos

10.9. El proyecto TensorFlow Datasets
10.9.1. Utilizacion de TensorFlow Datasets para la carga de datos
10.9.2. Preprocesamiento de datos con TensorFlow Datasets
10.9.3. Uso de TensorFlow Datasets para el entrenamiento de modelos
10.10. Construccion de una aplicacion de deep learning con TensorFlow
10.710.1. Aplicacion préactica
10.10.2. Construccion de una aplicacion de deep learning con TensorFlow
10.10.3. Entrenamiento de un modelo con TensorFlow
10.10.4. Utilizacion de la aplicacion para la prediccion de resultados
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Médulo 11. Deep computer vision con redes neuronales convolucionales

11.1. La arquitectura visual cortex

11.1.1. Funciones de la corteza visual
11.1.2. Teorfas de la vision computacional
11.1.3. Modelos de procesamiento de imagenes
11.2. Capas convolucionales
11.2.1 Reutilizacion de pesos en la convolucion
11.2.2. Convolucion D
11.2.3. Funciones de activacion
11.3. Capas de agrupacion e implementacion de capas de agrupacion con Keras
11.3.1. Pooling y striding
11.3.2. Flattening
11.3.3. Tipos de pooling
11.4. Arquitecturas CNN
11.4.1. Arquitectura VGG
11.4.2. Arquitectura AlexNet
11.4.3. Arquitectura ResNet
11.5. Implementacion de una CNN ResNet-usando Keras
11.5.1. Inicializacion de pesos
11.5.2. Definicién de la capa de entrada
11.5.3. Definicion de la salida
11.6. Uso de modelos preentrenados de Keras
11.6.1. Caracteristicas de los modelos preentrenados
11.6.2. Usos de los modelos preentrenados
11.6.3. Ventajas de los modelos preentrenados
11.7. Modelos preentrenados para el aprendizaje por transferencia
11.7.1. El Aprendizaje por transferencia
11.7.2. Proceso de aprendizaje por transferencia
11.7.3. Ventajas del aprendizaje por transferencia
11.8. Clasificacion y localizacién en deep computer vision
11.8.1. Clasificaciéon de iméagenes
11.8.2. Localizacion de objetos en imagenes
11.8.3. Deteccion de objetos
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11.9.

Deteccion de objetos y seguimiento de objetos
11.9.1. Métodos de deteccion de objetos
11.9.2. Algoritmos de seguimiento de objetos
11.9.3. Técnicas de rastreo y localizacion

11.10. Segmentacion semantica

11.10.7. Aprendizaje profundo para segmentacion semantica
11.10.2. Deteccion de bordes
11.10.3. Métodos de segmentacion basados en reglas

Médulo 12. Procesamiento del lenguaje natural (NLP) con redes

neuronales recurrentes (RNN) y atencion

12.1.

12.2.

12.3.

12.4.

12.5.

Generacion de texto utilizando RNN

12.1.1. Entrenamiento de una RNN para generacion de texto

12.1.2. Generacion de lenguaje natural con RNN

12.1.3. Aplicaciones de generacion de texto con RNN

Creacion del conjunto de datos de entrenamiento

12.2.1. Preparacion de los datos para el entrenamiento de una RNN
12.2.2. Almacenamiento del conjunto de datos de entrenamiento

12.2.3. Limpieza y transformacion de los datos

12.2.4. Andlisis de sentimiento

Clasificacién de opiniones con RNN

12.3.1. Deteccion de temas en los comentarios

12.3.2. Andlisis de sentimiento con algoritmos de aprendizaje profundo
Red de codificador-decodificador para la traducciéon automatica neuronal
12.4.1. Entrenamiento de una RNN para la traduccién automatica

12.4.2. Uso de una red encoder-decoder para la traduccion automatica
12.4.3. Mejora de la precision de la traduccion automatica con RNN
Mecanismos de atencion

12.5.1. Aplicacion de mecanismos de atencion en RNN

12.5.2. Uso de mecanismos de atencion para mejorar la precision de los modelos
12.5.3. Ventajas de los mecanismos de atencion en las redes neuronales

12.6. Modelos transformers
12.6.1. Uso de los modelos transformers para procesamiento de lenguaje natural
12.6.2. Aplicacion de los modelos transformers para vision
12.6.3. Ventajas de los modelos transformers
12.7. Transformers para vision
12.7.1. Uso de los modelos transformers para vision
12.7.2. Preprocesamiento de los datos de imagen
12.7.3. Entrenamiento de un modelo transformers para vision
12.8. Libreria de transformers de Hugging Face
12.8.1. Uso de la libreria de transformers de Hugging Face
12.8.2. Aplicacion de la libreria de transformers de Hugging Face
12.8.3. Ventajas de la libreria de transformers de Hugging Face
12.9. Otras librerias de transformers. Comparativa
12.9.1. Comparacion entre las distintas librerfas de transformers
12.9.2. Uso de las demas librerias de transformers
12.9.3. Ventajas de las demas librerias de transformers
12.10. Desarrollo de una aplicacion de NLP con RNN y atencion. Aplicacion practica

12.10.1. Desarrollo de una aplicacion de procesamiento de lenguaje natural
con RNN y atencion

12.10.2. Uso de RNN, mecanismos de atencion y modelos transformers
en la aplicacion

12.10.3. Evaluacion de la aplicacion practica

Médulo 13. Autoencoders, GANs, y modelos de difusion

13.1. Representaciones de datos eficientes
13.1.7. Reduccion de dimensionalidad
13.1.2. Aprendizaje profundo
13.1.3. Representaciones compactas
13.2. Realizacion de PCA con un codificador automatico lineal incompleto
13.2.1. Proceso de entrenamiento
13.2.2. Implementacion en Python
13.2.3. Utilizacion de datos de prueba



13.3.

13.4.

13.5.

13.6.

13.7.

13.8.

13.9.

13.10

Codificadores automaticos apilados

13.3.1. Redes neuronales profundas

13.3.2. Construccion de arquitecturas de codificacion
13.3.3. Uso de la regularizacion

Autocodificadores convolucionales

13.4.1. Disefio de modelos convolucionales

13.4.2. Entrenamiento de modelos convolucionales
13.4.3. Evaluacion de los resultados

Eliminacion de ruido de codificadores automaticos
13.5.1. Aplicacion de filtros

13.5.2. Disefio de modelos de codificacion

13.5.3. Uso de técnicas de regularizacion
Codificadores automaticos dispersos

13.6.1. Incrementar la eficiencia de la codificacion
13.6.2. Minimizando el nimero de parametros
13.6.3. Utilizacion de técnicas de regularizacion
Codificadores automaticos variacionales

13.7.1. Utilizacion de optimizacion variacional
13.7.2. Aprendizaje profundo no supervisado
13.7.3. Representaciones latentes profundas
Generacion de imagenes MNIST de moda

13.8.1. Reconocimiento de patrones

13.8.2. Generacion de imagenes

13.8.3. Entrenamiento de redes neuronales profundas
Redes adversarias generativas y modelos de difusion
13.9.1. Generacion de contenido a partir de imagenes
13.9.2. Modelado de distribuciones de datos

13.9.3. Uso de redes adversarias

Implementacion de los modelos

13.10.1. Aplicacion préactica

13.10.2. Implementacién de los modelos

13.10.3. Uso de datos reales

13.10.4. Evaluacion de los resultados
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Médulo 14. Computacion bioinspirada

14.1.

14.2.

14.3.

14.4.

14.5.

14.6.

14.7.

14.8.

14.9.

14.10.

Introduccion a la computacion bioinspirada

14.1.7. Introduccion a la computacion bioinspirada

Algoritmos de adaptacion social

14.2.1. Computacion bioinspirada basada en colonia de hormigas
14.2.2. Variantes de los algoritmos de colonias de hormigas

14.2.3. Computacion basada en nubes de particulas

Algoritmos genéticos

14.3.1. Estructura general

14.3.2. Implementaciones de los principales operadores

Estrategias de exploracion-explotacion del espacio para algoritmos genéticos
14.4.1. Algoritmo CHC

14.4.2. Problemas multimodales

Modelos de computacién evolutiva (1)

14.5.1. Estrategias evolutivas

14.5.2. Programacion evolutiva

14.5.3. Algoritmos basados en evolucién diferencial

Modelos de computacién evolutiva (11)

14.6.1. Modelos de evolucién basados en estimacion de distribuciones (EDA)
14.6.2. Programacion genética

Programacion evolutiva aplicada a problemas de aprendizaje

14.7.1. Aprendizaje basado en reglas

14.7.2. Métodos evolutivos en problemas de seleccion de instancias
Problemas multiobjetivo

14.8.1. Concepto de dominancia

14.8.2. Aplicacion de algoritmos evolutivos a problemas multiobjetivo
Redes neuronales (1)

14.9.7. Introduccion a las redes neuronales

14.9.2. Ejemplo practico con redes neuronales

Redes neuronales (11)

14.10.7. Casos de uso de las redes neuronales en la investigacion médica
14.10.2. Casos de uso de las redes neuronales en la economia
14.10.3. Casos de uso de las redes neuronales en la vision artificial
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Mddulo 15. Inteligencia Artificial: estrategias y aplicaciones

15.1.

15.2.

15.8.

15.4.

15.5.

15.6.

15.7.

Servicios financieros

15.1.1. Lasimplicaciones de la Inteligencia Artificial (IA) en los servicios
financieros. Oportunidades y desafios

15.1.2. Casos de uso

15.1.3. Riesgos potenciales relacionados con el uso de I1A
15.1.4. Potenciales desarrollos / usos futuros de la 1A
Implicaciones de la Inteligencia Artificial en el servicio sanitario
15.2.1. Implicaciones de la IA en el sector sanitario. Oportunidades y desafios
15.2.2. Casos de uso

Riesgos relacionados con el uso de la IA en el servicio sanitario
15.3.1. Riesgos potenciales relacionados con el uso de IA
15.3.2. Potenciales desarrollos / usos futuros de la IA

Retail

15.4.1. Implicaciones de la IA en retail. Oportunidades y desafios
15.4.2. Casos de uso

15.4.3. Riesgos potenciales relacionados con el uso de I1A
15.4.4. Potenciales desarrollos / usos futuros de la 1A

Industria

15.5.1. Implicaciones de la IA en la Industria. Oportunidades y desafios
15.5.2. Casos de uso

Riesgos potenciales relacionados con el uso de A en la Industria
15.6.1. Casos de uso

15.6.2. Riesgos potenciales relacionados con el uso de IA
15.6.3. Potenciales desarrollos / usos futuros de la IA
Administracion Publica

15.7.1. Implicaciones de la IA en la Administracion Publica. Oportunidades
y desafios

15.7.2. Casos de uso
15.7.3. Riesgos potenciales relacionados con el uso de IA
15.7.4. Potenciales desarrollos / usos futuros de la |A
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15.8. Educacion
15.8.1. Implicaciones de la IA en la educacién. Oportunidades y desafios
15.8.2. Casos de uso
15.8.3. Riesgos potenciales relacionados con el uso de A
15.8.4. Potenciales desarrollos / usos futuros de la 1A
15.9. Silvicultura y agricultura
15.9.1. Implicaciones de la IA en la silvicultura y la agricultura. Oportunidades y desafios
15.9.2. Casos de uso
15.9.3. Riesgos potenciales relacionados con el uso de 1A
15.9.4. Potenciales desarrollos / usos futuros de la 1A
15.10 Recursos Humanos
15.10.7. Implicaciones de la IA en los Recursos Humanos. Oportunidades y desafios
15.10.2. Casos de uso
15.10.3. Riesgos potenciales relacionados con el uso de A
15.10.4. Potenciales desarrollos / usos futuros de la 1A

Médulo 16. Métodos y herramientas de IA para la Investigacion Clinica

16.1. Tecnologiasy herramientas de IA en la Investigacion Clinica
16.1.7. Uso de aprendizaje automatico para identificar patrones en datos clinicos
16.1.2. Desarrollo de algoritmos predictivos para ensayos clinicos

16.1.3. Implementacion de sistemas de IA para la mejora en el reclutamiento
de pacientes

16.1.4. Herramientas de IA para el andlisis en tiempo real de datos
de investigacion con Tableau

16.2. Meétodos estadisticos y algoritmos en estudios clinicos

16.2.1. Aplicacion de técnicas estadisticas avanzadas para el andlisis
de datos clinicos

16.2.2. Uso de algoritmos para la validacion y verificacion de resultados
de ensayos

16.2.3. Implementacion de modelos de regresion y clasificacion
en estudios clinicos

16.2.4. Andlisis de grandes conjuntos de datos mediante métodos
estadisticos computacionales
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16.3. Disefio de experimentos y analisis de resultados 16.8. Procesamiento de datos heterogéneos en Investigacion Clinica con Google Cloud
16.3.1. Estrategias para el disefio eficiente de ensayos clinicos utilizando IA Healthcare APl e IBM Watson Health
con IBM Watson Health 16.8.1. Técnicas de IA para integrar y analizar datos de diversas fuentes clinicas
16.3.2. Técnicas de |A para el andlisis y la interpretacion de datos experimentales 16.8.2. Herramientas para el manejo de datos clinicos no estructurados
16.3.3. Optimizacion de protocolos de investigacion mediante simulaciones de IA 16.8.3. Sistemas de IA para la correlacion de datos clinicos y demograficos
16.3.4. Evaluacion de la eficacia y seguridad de tratamientos utilizando modelos de 1A 16.8.4. Anadlisis de datos multidimensionales para obtener insights clinicos
16.4. Interpretacion de imagenes médicas mediante IA en investigacion mediante Aidoc 16.9. Aplicaciones de redes neuronales en investigaciones biomédicas
16.4.1. Desarrollo de sistemas de |A para la deteccion automatica de patologias 16.9.1. Uso de redes neuronales para el modelado de enfermedades
en imagenes y prediccion de tratamientos
16.4.2. Uso de aprendizaje profundo para la clasificacion y segmentacion 16.9.2. Implementacion de redes neuronales en la clasificacion
en imagenes médicas de enfermedades genéticas
16.4.3. Herramientas de IA para mejorar la precision en diagndsticos por imagen 16.9.3. Desarrollo de sistemas de diagnostico basados en redes neuronales
16.4.4. Andlisis de imagenes radiologicas y de resonancia magnética mediante 1A 16.9.4. Aplicacion de redes neuronales en la personalizacion de tratamientos médicos
16.5. Analisis de datos clinicos y biomédicos 16.10. Modelado predictivo y su impacto en la Investigacion Clinica
16.5.1. IAen el procesamiento y analisis de datos genomicos 16.10.1. Desarrollo de modelos predictivos para la anticipacion de resultados clinicos

y protedmicos DeepGenomics
16.5.2. Herramientas para el analisis integrado de datos clinicos y biomédicos
16.5.3. Uso de IA para identificar biomarcadores en Investigacion Clinica

16.10.2. Uso de IA en la prediccion de efectos secundarios y reacciones adversas
16.10.3. Implementacion de modelos predictivos en la optimizacion de ensayos clinicos

16.10.4. Andlisis de riesgos en tratamientos médicos utilizando modelado predictivo
16.5.4. Andlisis predictivo de resultados clinicos basado en datos biomédicos

16.6. Visualizacién avanzada de datos en Investigacion Clinica Modulo 17. Investigacion biomeédica con IA

16.6.1. Desarrollo de herramientas de visualizacion interactiva para datos clinicos 17.1. Disefioy ejecucion de estudios observacionales con |A

16.6.2. Uso de IA en la creacion de representaciones graficas de datos complejos 17.1.17. Implementacion de IA para la seleccion y segmentacion de poblaciones
Microsoft Power Bl en estudios

16.6.3. Técnicas de visualizacion para la interpretacion facil de resultados 17.1.2. Uso de algoritmos para la monitorizacion en tiempo real de datos
de Investigacion de estudios observacionales

16.6.4. Herramientas de realidad aumentada y virtual para la visualizacion 17.1.3. Herramientas de IA para la identificacion de patrones y correlaciones
de datos biomédicos en estudios observacionales con Flatiron Health

16.7. Procesamiento de lenguaje natural en documentacion cientifica y clinica 17.1.4. Automatizacion del proceso de recopilacion y andlisis de datos

16.7.7. Aplicacion de PNL para el andlisis de literatura cientifica y registros en estudios observacionales
clinicos con Linguamatics 17.2. Validacion y calibracion de modelos en Investigacion Clinica

16.7.2. Herramientas de IA para la extraccion de informacion relevante 17.2.1. Técnicas de |A para asegurar la precision y fiabilidad de modelos clinicos

de textos médicos 17.2.2. Uso de IA en la calibracion de modelos predictivos en Investigacion Clinica

17.2.3. Métodos de validacion cruzada aplicados a modelos clinicos mediante IA
16.7.4. Uso de PNL en la identificacion de tendencias y patrones con KNIME Analytics Platform

en documentacion clinica

16.7.3. Sistemas de IA para resumir y categorizar publicaciones cientificas

17.2.4. Herramientas de |A para la evaluacion de la generalizacion de modelos clinicos



17.3.

17.4.

17.5.

17.6.

Métodos de integracion de datos heterogéneos en Investigacion Clinica

17.3.1. Técnicas de IA para combinar datos clinicos, genomicos y ambientales
con DeepGenomics

17.3.2. Uso de algoritmos para manejar y analizar datos clinicos no estructurados

17.3.3. Herramientas de IA para la normalizacion y estandarizacion de datos
clinicos con Informatica’s Healthcare Data Management

17.3.4. Sistemas de IA para la correlacion de diferentes tipos de datos
en investigacion

Integracion de datos biomédicos multidisciplinarios mediante Flatiron Health's
OncologyCloud y AutoML

17.4.1. Sistemas de IA para combinar datos de diferentes disciplinas biomédicas
17.4.2. Algoritmos para el andlisis integrado de datos clinicos y de laboratorio
17.4.3. Herramientas de IA para la visualizacion de datos biomédicos complejos

17.4.4. Uso de IA en la creacion de modelos holisticos de salud a partir
de datos multidisciplinarios

Algoritmos de aprendizaje profundo en andlisis de datos biomédicos

17.5.1. Implementacion de redes neuronales en el analisis de datos genéticos
y protedmicos

17.5.2. Uso de aprendizaje profundo para la identificacion de patrones
en datos biomédicos

17.5.3. Desarrollo de modelos predictivos en medicina de precision
con aprendizaje profundo

17.5.4. Aplicacion de IA en el analisis avanzado de imagenes biomédicas
mediante Aidoc

Optimizacion de procesos de investigacion con automatizacion

17.6.1. Automatizacion de rutinas de laboratorio mediante sistemas de I1A
con Beckman Coulter

17.6.2. Uso de IA para la gestion eficiente de recursos y tiempo en Investigacion

17.6.3. Herramientas de IA para la optimizacion de flujos de trabajo
en Investigacion Clinica

17.6.4. Sistemas automatizados para el seguimiento y reporte de avances
en investigacion
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17.7. Simulacion y modelado computacional en Medicina con IA
17.7.1. Desarrollo de modelos computacionales para simular escenarios clinicos

17.7.2. Uso de IA para la simulacion de interacciones moleculares y celulares
con Schrodinger

17.7.3. Herramientas de IA en la creacion de modelos predictivos
de enfermedades con GNS Healthcare

17.7.4. Aplicacion de IA en la simulacion de efectos de farmacos y tratamientos
17.8. Uso de la realidad virtual y aumentada en estudios clinicos con Surgical Theater

17.8.1. Implementacion de realidad virtual para la formacion y simulacién
en medicina

17.8.2. Uso de realidad aumentada en procedimientos quirdrgicos y diagndsticos

17.8.3. Herramientas de realidad virtual para estudios de comportamiento
y psicologia

17.8.4. Aplicacion de tecnologias inmersivas en la rehabilitacion y terapia
17.9. Herramientas de mineria de datos aplicadas a la Investigacion biomédica

17.9.1. Uso de técnicas de mineria de datos para extraer conocimientos
de bases de datos biomédicas

17.9.2. Implementacion de algoritmos de IA para descubrir patrones
en datos clinicos

17.9.3. Herramientas de IA para la identificacion de tendencias en grandes
conjuntos de datos con Tableau

17.9.4. Aplicacion de mineria de datos en la generacion de hipotesis
de investigacion

17.10. Desarrollo y validacién de biomarcadores con Inteligencia Artificial
17.10.7. Uso de IA para la identificacion y caracterizacion de nuevos biomarcadores

17.10.2. Implementacion de modelos de IA para la validacion de biomarcadores
en estudios clinicos

17.10.3. Herramientas de IA en la correlacién de biomarcadores con resultados
clinicos con Oncimmune

17.10.4. Aplicacion de IA en el anélisis de biomarcadores para la medicina personalizada
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Madulo 18. Aplicacion practica de IA en Investigacion Clinica

18.1. Tecnologias de secuenciacién genémica y analisis de datos con IA
con Deep Genomics

18.1.1.
18.1.2.

18.1.3.
18.1.4.

Uso de IA para el andlisis rapido y preciso de secuencias genéticas

Implementacion de algoritmos de aprendizaje automatico
en la interpretacion de datos genomicos

Herramientas de IA para identificar variantes genéticas y mutaciones
Aplicacion de A en la correlacion genédmica con enfermedades y rasgos

18.2. IAen el andlisis de imagenes biomédicas con Aidoc

18.2.1.

18.2.2.

18.2.3.

18.2.4.

Desarrollo de sistemas de IA para la deteccion de anomalias
en imagenes médicas

Uso de aprendizaje profundo en la interpretacion de radiografias,
resonancias y tomografias

Herramientas de IA para mejorar la precision en el diagnostico
por imagenes

Implementacién de IA en la clasificacion y segmentacion

de imagenes biomédicas

18.3. Robdtica y automatizacion en laboratorios clinicos

18.3.1.

18.3.2.
18.3.3.

18.3.4.

Uso de robots para la automatizacion de pruebas y procesos
en laboratorios

Implementacién de sistemas automaticos para la gestion de muestras bioldgicas

Desarrollo de tecnologias robéticas para mejorar la eficiencia y precision
en andlisis clinicos

Aplicacion de IA en la optimizacion de flujos de trabajo en laboratorios
con Optum

18.4. |A en la personalizacion de terapias y medicina de precision

18.4.1.
18.4.2.

18.4.3.

18.4.4.

Desarrollo de modelos de IA para la personalizacion de tratamientos médicos

Uso de algoritmos predictivos en la seleccion de terapias basadas
en perfiles genéticos

Herramientas de IA en la adaptacion de dosis y combinaciones
de medicamentos con PharmGKB

Aplicacion de IA en la identificacion de tratamientos efectivos
para grupos especificos
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18.5. Innovaciones en diagnostico asistido por IA mediante ChatGPT y Amazon
Comprehend Medical

18.5.1. Implementacion de sistemas de |A para diagnosticos rapidos y precisos

18.5.2. Uso de IA en la identificacién temprana de enfermedades a través
de andlisis de datos

18.5.3. Desarrollo de herramientas de IA para la interpretacion de pruebas clinicas

18.5.4. Aplicacion de IA en la combinacion de datos clinicos y biomédicos
para diagndsticos integrales

18.6. Aplicaciones de IA en microbioma y estudios de microbiologia con Metabiomics
18.6.1. Uso de IA en el andlisis y mapeo del microbioma humano

18.6.2. Implementacion de algoritmos para estudiar la relacion
entre microbioma y enfermedades

18.6.3. Herramientas de IA en la identificacion de patrones en estudios microbioldgicos
18.6.4. Aplicacion de IA en la investigacion de terapias basadas en microbioma
18.7. Wearables y monitoreo remoto en estudios clinicos

18.7.1. Desarrollo de dispositivos wearables con |A para el monitoreo continuo
de salud con FitBit

18.7.2. Uso de IA en la interpretacion de datos recopilados por wearables
18.7.3. Implementacion de sistemas de monitoreo remoto en ensayos clinicos

18.7.4. Aplicacion de IA en la prediccidn de eventos clinicos a través de datos
de wearables

18.8. 1A en la gestion de ensayos clinicos con Oracle Health Sciences
18.8.1. Uso de sistemas de IA para la optimizacion de la gestion de ensayos clinicos
18.8.2. Implementacion de IA en la seleccion y seguimiento de participantes
18.8.3. Herramientas de IA para el andlisis de datos y resultados de ensayos clinicos
18.8.4. Aplicacion de IA en la mejora de la eficiencia y reduccion de costos en ensayos
18.9. Desarrollo de vacunas y tratamientos asistidos por IA con Benevolent Al
18.9.1. Uso de IA en la aceleracion del desarrollo de vacunas

18.9.2. Implementacién de modelos predictivos en la identificacion
de potenciales tratamientos

18.9.3. Herramientas de IA para simular respuestas a vacunas y medicamentos
18.9.4. Aplicacion de IA en la personalizacion de vacunas y terapias
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18.10. Aplicaciones de IA en inmunologia y estudios de respuesta inmune

18.10.1. Desarrollo de modelos de IA para entender mecanismos inmunoldgicos
con Immuneering

18.10.2. Uso de IA en la identificacién de patrones en respuestas inmunes
18.10.3. Implementacion de IA en la investigacion de trastornos autoinmunes
18.10.4. Aplicacion de IA en el disefio de inmunoterapias personalizadas

Madulo 19. Andlisis de big data y aprendizaje automatico

en Investigacion Clinica

19.1.

19.2.

19.3.

19.4.

19.5.

Big data en Investigacion Clinica: Conceptos y Herramientas

19.1.1. La explosion del dato en el ambito de la Investigacion Clinica

19.1.2. Concepto de big data y principales herramientas

19.1.3. Aplicaciones de big data en Investigacion Clinica

Minerfa de datos en registros clinicos y biomédicos con KNIME y Python

19.2.1. Principales metodologias para la mineria de datos

19.2.2. Integracion de datos de registros clinicos y biomédicos

19.2.3. Deteccion de patrones y anomalias en los registros clinicos y biomédicos
Algoritmos de aprendizaje automatico en investigacion biomédica con KNIME y Python
19.3.1. Técnicas de clasificacion en investigacion biomédica

19.3.2. Técnicas de regresion en investigacion biomédica

19.3.3. Técnicas no supervisadas en investigacion biomeédica

Técnicas de analisis predictivo en Investigacion Clinica con KNIME y Python
19.4.1. Técnicas de clasificacion en Investigacion Clinica

19.4.2. Técnicas de regresion en Investigacion Clinica

19.4.3. Deep learning en Investigacion Clinica

Modelos de IA en epidemiologia y salud publica con KNIME y Python

19.5.1. Técnicas de clasificacion para epidemiologia y salud publica

19.5.2. Técnicas de regresion para epidemiologia y salud publica

19.5.3. Técnicas no supervisadas para epidemiologia y salud publica

19.6. Analisis de redes biologicas y patrones de enfermedad con KNIME y Python

19.7.

19.8.

19.9.

19.6.1.

19.6.2.

19.6.3.

Exploracién de interacciones en redes biolégicas para la identificacion
de patrones de enfermedad

Integracion de datos omics en el andlisis de redes para caracterizar
complejidades biologicas

Aplicacion de algoritmos de machine learning para el descubrimiento
de patrones de enfermedad

Desarrollo de herramientas para prondstico clinico con plataformas tipo
Workflow y Python

19.7.1.

19.7.2.

19.7.3.

Creacion de herramientas innovadoras para el pronostico clinico basadas
en datos multidimensionales

Integracion de variables clinicas y moleculares en el desarrollo
de herramientas de prondstico

Evaluacion de la efectividad de las herramientas de prondstico en diversos
contextos clinicos

Visualizacién avanzada y comunicacion de datos complejos con herramientas tipo
PowerBl 'y Python

19.8.1.

19.8.2.

19.8.3.

Utilizacion de técnicas de visualizacion avanzada para representar datos
biomédicos complejos

Desarrollo de estrategias de comunicacion efectiva para presentar
resultados de analisis complejos

Implementacion de herramientas de interactividad en visualizaciones
para mejorar la comprension

Seguridad de datos y desafios en la gestion de big data

19.9.1.

19.9.2.

19.9.3.

Abordaje de desafios en la seguridad de datos en el contexto
de big data biomédico

Estrategias para la proteccion de la privacidad en la gestion de grandes
conjuntos de datos biomédicos

Implementacion de medidas de seguridad para mitigar riesgos
en el manejo de datos sensibles

19.10. Aplicaciones practicas y casos de estudio en big data biomédico

19.10.1. Exploracion de casos de éxito en la implementacion de big data biomédico

en Investigacion Clinica

19.10.2. Desarrollo de estrategias practicas para la aplicacion de Big Data

en la toma de decisiones clinicas

19.10.3. Evaluacion de impacto y lecciones aprendidas a través de casos

de estudio en el ambito biomédico



Maédulo 20. Aspectos éticos, legales y futuro de la IA en Investigacion Clinica

20.1.

20.2.

20.3.

20.4.

20.5.

Etica en la aplicacion de IA en Investigacion Clinica

20.1.1. Analisis ético de la toma de decisiones asistida por IA en entornos
de Investigacion Clinica

20.1.2. Etica en la utilizacién de algoritmos de IA para la seleccién
de participantes en estudios clinicos

20.1.3. Consideraciones éticas en la interpretacion de resultados generados
por sistemas de IA en Investigacion Clinica

Consideraciones legales y regulatorias en IA biomédica

20.2.1. Andlisis de la normativa legal en el desarrollo y aplicacion de tecnologias
de IA en el dmbito biomédico

20.2.2. Evaluacion de la conformidad con regulaciones especificas para
garantizar la seguridad y eficacia de las soluciones basadas en A

20.2.3. Abordaje de desafios regulatorios emergentes asociados con el uso
de IA en investigacion biomédica

Consentimiento informado y aspectos éticos en el uso de datos clinicos

20.3.1. Desarrollo de estrategias para garantizar un consentimiento informado
efectivo en proyectos que involucran A

20.3.2. Etica en la recopilacidn y uso de datos clinicos sensibles en el contexto
de investigaciones impulsadas por IA

20.3.3. Abordaje de cuestiones éticas relacionadas con la propiedad y el acceso
a datos clinicos en proyectos de investigacion

|A'y responsabilidad en la Investigacion Clinica

20.4.1. Evaluacion de la responsabilidad ética y legal en la implementacion
de sistemas de IA en protocolos de Investigacion Clinica

20.4.2. Desarrollo de estrategias para abordar posibles consecuencias adversas
de la aplicacion de IA en el ambito de la investigacion biomédica

20.4.3. Consideraciones éticas en la participacion activa de la |A en la toma
de decisiones en Investigacion Clinica

Impacto de la IA en la equidad y acceso a la atencion de salud

20.5.1. Evaluacion del impacto de soluciones de IA en la equidad
en la participacion en ensayos clinicos

20.5.2. Desarrollo de estrategias para mejorar el acceso a tecnologias de IA
en entornos clinicos diversos

20.5.3. Etica en la distribucién de beneficios y riesgos asociados con la aplicacién
de IA en el cuidado de la salud

20.6.

20.7.

20.8.

20.9.

20.10.
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Privacidad y proteccion de datos en proyectos de investigacion

20.6.1. Garantia de la privacidad de los participantes en proyectos
de investigacion que involucran el uso de 1A

20.6.2. Desarrollo de politicas y practicas para la proteccion de datos
en investigaciones biomédicas

20.6.3. Abordaje de desafios especificos de privacidad y seguridad en el manejo
de datos sensibles en el ambito clinico

IA'y sostenibilidad en investigaciones biomédicas

20.7.1. Evaluacion del impacto ambiental y recursos asociados
con la implementacion de A en investigaciones biomédicas

20.7.2. Desarrollo de practicas sostenibles en la integracién de tecnologias de 1A
en proyectos de Investigacion Clinica

20.7.3. Etica en la gestién de recursos y sostenibilidad en la adopcion de 1A
en investigaciones biomédicas

Auditoria y explicabilidad de modelos de IA en el dmbito clinico

20.8.1. Desarrollo de protocolos de auditoria para evaluar la confiabilidad
y precision de modelos de IA en Investigacion Clinica

20.8.2. Etica en la explicabilidad de algoritmos para garantizar la comprension
de decisiones tomadas por sistemas de IA en contextos clinicos

20.8.3. Abordaje de desafios éticos en la interpretacion de resultados de modelos
de IA en Investigaciones biomédicas

Innovacion y emprendimiento en el ambito de la IA clinica

20.9.1. Etica en la innovacion responsable al desarrollar soluciones de 1A
para aplicaciones clinicas

20.9.2. Desarrollo de estrategias empresariales éticas en el ambito de la IA clinica

20.9.3. Consideraciones éticas en la comercializacion y adopcion de soluciones
de IA en el sector clinico

Consideraciones éticas en la colaboracion internacional en Investigacion Clinica

20.70.7. Desarrollo de acuerdos éticos y legales para la colaboracion internacional
en proyectos de investigacion impulsados por 1A

20.10.2. Etica en la participacion de multiples instituciones y paises
en la Investigacion Clinica con tecnologias de A

20.710.3. Abordaje de desafios éticos emergentes asociados con la colaboracion
global en investigaciones biomédicas



04
Objetivos docentes

Esta titulacion universitaria les brindara a los egresados un conocimiento exhaustivo
sobre el uso de la Inteligencia Artificial en la Investigacion Clinica. De este modo, los
profesionales adquirirdn competencias avanzadas para manejar técnicas avanzadas
de andlisis de datos médicos, desarrollo de modelos predictivos para ensayos clinicos
e implementacion de sistemas inteligentes para la personalizacion de tratamientos.
Gracias a esto, los expertos seran capaces de disefiar intervenciones holisticas

que optimicen significativamente la calidad de vida de los pacientes.
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Dispondras de una comprension
integral sobre la privacidad de los datos
en el ambito sanitario, asegurando

una aplicacion responsable de la
Inteligencia Artificial en esta area”
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Objetivos generales

+ Comprender los fundamentos tedricos de la Inteligencia Artificial
+ Estudiar los distintos tipos de datos y comprender el ciclo de vida del dato

+ Evaluar el papel crucial del dato en el desarrollo e implementacién de soluciones
de Inteligencia Artificial

+ Profundizar en algoritmia y complejidad para resolver problemas especificos

+ Explorar las bases tecricas de las redes neuronales para el desarrollo
del deep learning

+ Analizar la computacion bioinspirada y su relevancia en el desarrollo
de sistemas inteligentes

+ Analizar estrategias actuales de la Inteligencia Artificial en diversos campos,
identificando oportunidades y desafios

+ Obtener una vision integral de la transformacion de la Investigacion Clinica a través
de la IA, desde sus fundamentos histéricos hasta las aplicaciones actuales

+ Aprender métodos efectivos para integrar datos heterogéneos en la Investigacion
Clinica, incluyendo procesamiento de lenguaje natural y visualizacion avanzada
de datos

+ Adquirir conocimientos sdlidos sobre la validacion de modelos y simulaciones
en el ambito biomédico, explorando el uso de datasets sintéticos y aplicaciones
practicas de la IA en investigacion de salud
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Objetivos especificos

Médulo 1. Fundamentos de la Inteligencia Artificial Mddulo 3. El dato en la Inteligencia Artificial

+ Analizar la evolucion histérica de la Inteligencia Artificial, desde sus inicios + Dominar los fundamentos de la ciencia de datos, abarcando herramientas, tipos
hasta su estado actual, identificando hitos y desarrollos clave y fuentes para el andlisis de informacion

+ Comprender el funcionamiento de las redes de neuronas y su aplicacion + Explorar el proceso de transformacion de datos en informacion utilizando técnicas
en modelos de aprendizaje en la Inteligencia Artificial de extraccion y visualizacion de datos

+ Estudiar los principios y aplicaciones de los algoritmos genéticos, analizando + Estudiar la estructura y caracteristicas de los datasets, comprendiendo
su utilidad en la resolucion de problemas complejos suimportancia en la preparacion y utilizacion de datos para modelos

+ Analizar la importancia de los tesauros, vocabularios y taxonomias de Inteligencia Artificial
en la estructuracion y procesamiento de datos para sistemas de IA + Analizar los modelos supervisados y no supervisados, incluyendo los métodos

2 clasificacic
Maddulo 2. Tipos y ciclo de vida del dato y la clasincacion

+ Comprender los conceptos fundamentales de la estadistica y su aplicacion Mddulo 4. Mineria de datos. Seleccion, preprocesamiento y transformacion
en el andlisis de datos + Dominar las técnicas de inferencia estadistica para comprender y aplicar métodos
+ Identificar y clasificar los distintos tipos de datos estadisticos, estadisticos en la mineria de datos
desde los cuantitativos hasta cualitativos + Realizar un andlisis exploratorio detallado de conjuntos de datos para identificar
+ Analizar el ciclo de vida de los datos, desde su generacion hasta su eliminacion, patrones, anomalias y tendencias relevantes
identificando las etapas clave + Desarrollar habilidades para la preparacion de datos, incluyendo su limpieza,
+ Explorar las etapas iniciales del ciclo de vida de los datos, destacando integracion y formateo para su uso en mineria de datos
la importancia de la planificacion y la estructura de los datos + Implementar estrategias efectivas para manejar valores perdidos en conjuntos
+ Estudiar los procesos de recoleccion de datos, incluyendo la metodologia, de datos, aplicando métodos de imputacion o eliminacion segun el contexto
las herramientas y los canales de recoleccion + |dentificar y mitigar el ruido presente en los datos, utilizando técnicas de filtrado
+ Explorar el concepto de Datawarehouse (Almacén de Datos), haciendo hincapié y suavizacion para mejorar la calidad del conjunto de datos

en los elementos que lo integran y en su disefio + Abordar el preprocesamiento de datos en entornos big data
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Maédulo 5. Algoritmia y complejidad en Inteligencia Artificial

+ Analizar la eficiencia y complejidad de los algoritmos, aplicando técnicas de analisis
para evaluar el rendimiento en términos de tiempo y espacio

+ Estudiar y aplicar algoritmos de ordenacion, comprendiendo su funcionamiento
y comparando su eficiencia en diferentes contextos

+ Explorar algoritmos basados en arboles, comprendiendo su estructura
y aplicaciones

+ Investigar algoritmos con heaps, analizando su implementacion y utilidad
en la manipulacién eficiente de datos

+ Analizar algoritmos basados en grafos, explorando su aplicacion en la
representacion y solucion de problemas que involucran relaciones complejas

« Investigar y aplicar la técnica de backtracking para la resolucion sistematica
de problemas, analizando su eficacia en diversos escenarios

Médulo 6. Sistemas inteligentes
+ Explorar la teorfa de agentes, comprendiendo los conceptos fundamentales de
su funcionamiento y su aplicacion en Inteligencia Artificial e ingenierfa de Software

+ Estudiar la representacion del conocimiento, incluyendo el anélisis de ontologias
y su aplicacion en la organizacién de informacion estructurada

+ Analizar el concepto de la web semantica y su impacto en la organizacion
y recuperacion de informacion en entornos digitales

+ Evaluary comparar distintas representaciones del conocimiento, integrando
estas para mejorar la eficacia y precision de los sistemas inteligentes

Mddulo 7. Aprendizaje automatico y mineria de datos
+ Introducir los procesos de descubrimiento del conocimiento y los conceptos
fundamentales del aprendizaje automatico
+ Estudiar arboles de decision como modelos de aprendizaje supervisado,
comprendiendo su estructura y aplicaciones
+ Evaluar clasificadores utilizando técnicas especificas para medir su rendimiento
y precision en la clasificacién de datos

+ Estudiar redes neuronales, comprendiendo su funcionamiento y arquitectura
para resolver problemas complejos de aprendizaje automatico

Mddulo 8. Las redes neuronales, base de deep learning
+ Explorar las operaciones fundamentales en redes neuronales y comprender
su aplicacion en la construccion de modelos

+ Analizar las diferentes capas utilizadas en redes neuronales y aprender
a seleccionarlas adecuadamente

+ Comprender la union efectiva de capas y operaciones para disefiar arquitecturas
de redes neuronales complejas y eficientes

+ Utilizar entrenadores y optimizadores para ajustar y mejorar el rendimiento
de las redes neuronales

+ Explorar la conexién entre neuronas bioldgicas y artificiales para una comprension
mas profunda del disefio de modelos

+ Ajustar hiperpardmetros para el fine tuning de redes neuronales, optimizando
su rendimiento en tareas especificas
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Médulo 9. Entrenamiento de redes neuronales profundas Mddulo 11. Deep computer vision con redes neuronales convolucionales
+ Resolver problemas relacionados con los gradientes en el entrenamiento de redes + Explorary aplicar capas convolucionales para extraer caracteristicas clave
neuronales profundas de imdgenes
+ Explorary aplicar distintos optimizadores para mejorar la eficiencia y convergencia + Analizar diversas arquitecturas de Redes Neuronales Convolucionales (CNN)
de los modelos y su aplicabilidad en diferentes contextos
+ Programar la tasa de aprendizaje para ajustar dinamicamente la velocidad + Desarrollar e implementar una CNN ResNet utilizando la biblioteca Keras
de convergencia del modelo para mejorar la eficiencia y rendimiento del modelo
+ Comprender y abordar el sobreajuste mediante estrategias especificas durante + Utilizar modelos preentrenados de Keras para aprovechar el aprendizaje
el entrenamiento por transferencia en tareas especificas
+ Aplicar directrices practicas para garantizar un entrenamiento eficiente y efectivo + Explorar estrategias de deteccion de objetos y seguimiento de objetos utilizando
de redes neuronales profundas Redes Neuronales Convolucionales
+ Comprender y aplicar técnicas de regularizacion para mejorar la generalizacion + Implementar técnicas de segmentacion semantica para comprender y clasificar
y evitar el sobreajuste en redes neuronales profundas objetos en imagenes de manera detallada
Médulo 10. Personalizacion de modelos y entrenamiento con Tensorflow Médulo 12. Procesamiento del lenguaje natural (NLP) con redes

neuronales recurrentes (RNN) y atencion
+ Aplicar RNN en la clasificacion de opiniones para analisis de sentimientos en textos

+ Dominar los fundamentos de TensorFlow y su integracion con NumPy

para un manejo eficiente de datos y célculos
+ Comprender y aplicar los mecanismos de atencion en modelos de procesamiento

del lenguaje natural

+ Personalizar modelos y algoritmos de entrenamiento utilizando las capacidades
avanzadas de TensorFlow

+ Explorar la API tfdata para gestionar y manipular conjuntos de datos de manera eficaz * Analizary utilizar modelos Transformers en tareas especificas de NLP

+ Explorar la aplicacion de modelos Transformers en el contexto de procesamiento
de imagenes y vision computacional

+ Implementar el formato TFRecord para almacenar y acceder a grandes conjuntos

de datos en TensorFlow
+ Comparar diferentes librerias de Transformers para evaluar su idoneidad en tareas

especificas

+ Utilizar capas de preprocesamiento de Keras para facilitar la construccion

de modelos personalizados
+ Desarrollar una aplicacion practica de NLP que integre RNN y mecanismos

de atencion para resolver problemas del mundo real

+ Explorar el proyecto TensorFlow Datasets para acceder a conjuntos
de datos predefinidos y mejorar la eficiencia en el desarrollo
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Médulo 13. Autoencoders, GANs, y modelos de difusién Mddulo 15. Inteligencia Artificial: Estrategias y aplicaciones
+ Explorary aplicar autocodificadores convolucionales para representaciones + Desarrollar estrategias de implementacion de inteligencia artificial
eficientes de datos visuales en servicios financieros
+ Analizar y aplicar la eficacia de codificadores automaticos dispersos + Analizar las implicaciones de la inteligencia artificial en la prestacion
en la representacion de datos de servicios sanitarios

*

+ Generar imagenes de moda del conjunto de datos MNIST utilizando autoencoders Identificar y evaluar los riesgos asociados al uso de la IA en el ambito de la salud

+ Comprender el concepto de redes adversarias generativa y modelos de difusion + Evaluar los riesgos potenciales vinculados al uso de 1A en la industria

Médulo 14. Computacién bioinspirada + Aplicar técnicas de inteligencia artificial en industria para mejorar la productividad

+ Introducir los conceptos fundamentales de la computacién bioinspirada + Disefiar soluciones de inteligencia artificial para optimizar procesos

+ Explorar algoritmos de adaptacion social como enfoque clave en la administracion publica

en la computacion bioinspirada + Evaluar la implementacion de tecnologias de IA en el sector educativo

+ Analizar estrategias de exploracién-explotacion del espacio en algoritmos genéticos + Aplicar técnicas de inteligencia artificial en silvicultura y agricultura
+ Examinar modelos de computacion evolutiva en el contexto de la optimizacion para mejorar fa productividad
+ Continuar el andlisis detallado de modelos de computacion evolutiva Mddulo 16. Métodos y herramientas de IA para la Investigacion Clinica

« Aplicar programacion evolutiva a problemas especificos de aprendizaje + Obtener una vision integral de como la |A esta transformando la Investigacion
Clinica, desde sus fundamentos histéricos hasta las aplicaciones actuales

+ Implementar métodos estadisticos y algoritmos avanzados en estudios clinicos
para optimizar el andlisis de datos

+ Disefiar experimentos con enfoques innovadores y realizar un analisis exhaustivo
de los resultados en Investigacion Clinica

+ Aplicar el procesamiento de lenguaje natural para mejorar la documentacion
cientifica y clinica en el contexto de la Investigacion



Médulo 17. Investigacion biomédica con 1A
+ Adquirir conocimientos sdlidos sobre la validacion de modelos y simulaciones
en el ambito biomédico, asegurando su precision y relevancia clinica

+ Integrar datos heterogéneos mediante métodos avanzados para enriquecer
el andlisis multidisciplinario en Investigacion Clinica

+ Desarrollar algoritmos de aprendizaje profundo para mejorar la interpretacion
y analisis de datos biomédicos en estudios clinicos

+ Explorar el uso de datasets sintéticos en estudios clinicos y entender
las aplicaciones préacticas de la IA en la investigacion de salud

Médulo 18. Aplicacion practica de IA en Investigacion Clinica
+ Incorporar la robdtica y la automatizacion en laboratorios clinicos para optimizar
los procesos y mejorar la calidad de los resultados

+ Explorar el impacto de la IA en microbioma, microbiologia, wearables y monitoreo
remoto en estudios clinicos

Madulo 19. Analisis de big data y aprendizaje automatico
en Investigacion Clinica

+ Obtener conocimientos solidos sobre los conceptos fundamentales de big data
en el dmbito clinico y familiarizarse con las herramientas esenciales utilizadas
para su analisis

+ Explorar técnicas avanzadas de mineria de datos, algoritmos de aprendizaje
automatico, andlisis predictivo y aplicaciones de IA en epidemiologia y salud publica
+ Analizar redes bioldgicas y patrones de enfermedad para identificar conexiones
y posibles tratamientos

+ Abordar la seguridad de datos y gestionar los desafios asociados con grandes
volumenes de datos en la investigacion biomédica
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Maddulo 20. Aspectos éticos, legales y futuro de la IA en Investigacion Clinica
+ Comprender los dilemas éticos que surgen al aplicar la IA en la Investigacion
Clinica y revisar las consideraciones legales y regulatorias relevantes
en el dmbito biomédico

+ Abordar los desafios especificos en la gestion del consentimiento informado
en estudios con 1A

+ Investigar cémo la IA puede influir en la equidad y el acceso a la atencién de salud

+ Analizar las perspectivas futuras sobre como la IA modelaré la Investigacion
Clinica, explorando su papel en la sostenibilidad de las practicas de investigacion
biomédica e identificando oportunidades para la innovacion y el emprendimiento

Dominaras el uso de sistemas inteligentes
en contextos de Investigacion Clinica,
desarrollando estrategias innovadoras
que optimicen la precision diagnostica

y la personalizacion de tratamientos”
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Salidas profesionales

Los egresados de este Master Titulo Propio estaran preparados para integrarse en
equipos de investigacion y desarrollo dentro del @mbito clinico, aplicando Inteligencia
Artificial para optimizar el andlisis de datos biomédicos, mejorar la precision
diagnostica y acelerar los ensayos clinicos. De hecho, sus conocimientos en modelos
de aprendizaje automatico y procesamiento de datos les permitiran participar en
proyectos innovadores, contribuyendo a la transformacion del sector sanitario. Ademas,
podran colaborar con centros de investigacion, empresas tecnoldgicas y organismos
reguladores en la implementacion de soluciones avanzadas que faciliten la toma de
decisiones y promuevan un enfoque mas eficiente y personalizado en la medicina.

-
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@ @ Te integraras en equipos de

Investigacion Clinica, aplicando
herramientas tecnologicas emergentes
como los algoritmos para optimizar

la precision diagnostica”
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Perfil del egresado

Los egresados de esta titulacion universitaria dispondran de una vision estratégica
sobre la aplicacion de la Inteligencia Artificial en la Investigacion Clinica, dominando
metodologias para el analisis y modelado de datos en entornos biomédicos. Asimismo,
su capacidad para integrar sistemas inteligentes en procesos de diagnostico y
tratamiento les permitiran aportar soluciones innovadoras en el sector. Ademas,
poseeran un alto nivel de especializacion en el manejo de redes neuronales, aprendizaje
automatico y procesamiento de lenguaje natural. Asi, los expertos seran capaces

de impulsar el desarrollo de nuevas herramientas tecnoldgicas con un enfoque ético

y basado en la evidencia.

Adquiriras un enfoque ético y basado en
la evidencia cientifica, garantizando el uso
responsable de la Inteligencia Artificial

en entornos clinicos.

+ Andlisis de Datos Biomédicos: Procesar, interpretar y extraer informacion relevante a partir
de grandes volumenes de datos clinicos, facilitando la toma de decisiones fundamentadas

+ Desarrollo e Implementacién de Modelos de IA: Disefiar, entrenar y optimizar modelos
de Inteligencia Artificial adaptados a la Investigacion Clinica, asegurando su aplicabilidad
en entornos reales

+ Optimizacion de Ensayos Clinicos: Utilizar técnicas avanzadas de IA para agilizar
la identificacion de patrones, reducir tiempos de andlisis y mejorar la eficiencia
en estudios biomédicos

+ Innovacion en Procesos Diagndsticos: Integrar herramientas de IA en procedimientos
médicos, aumentando la precision en la deteccion y prediccion de enfermedades
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Después de realizar el programa universitario, podras desempefiar tus conocimientos
y habilidades en los siguientes cargos:

1.Supervisor de Analisis de Datos Clinicos con Inteligencia Artificial: Responsable
de la recopilacion, procesamiento y modelado de datos biomédicos, optimizando
la toma de decisiones en entornos sanitarios.

2.Investigador en Inteligencia Artificial Aplicada a la Salud: Desarrollador
de modelos predictivos y sistemas de aprendizaje automatico para mejorar
diagndsticos, tratamientos y ensayos clinicos.

3.Consultor en Estrategias de Inteligencia Artificial para Investigacion Clinica:
Encargado de disefiar e implementar soluciones de Inteligencia Artificial en
proyectos biomédicos, asegurando su viabilidad y cumplimiento regulatorio.

4.Supervisor del Desarrollo de Algoritmos para Diagnéstico Médico: Responsable
de la creacion y optimizacion de modelos de IA aplicados a la deteccién temprana
de enfermedades y personalizacion de tratamientos.

5.Gestor de Proyectos de Inteligencia Artificial en Instituciones Sanitarias:
Coordinador de la integracion de herramientas basadas en IA en hospitales y
centros de investigacion, asegurando su eficiencia y correcto funcionamiento.

6.Coordinador del Procesamiento de Lenguaje Natural en Salud: Encargado de
interpretar registros médicos y literatura cientifica mediante modelos avanzados
de IA, facilitando la extraccion de informacion relevante.

7.Analista de Big Data en Investigacion Biomédica: Responsable del manejo
de grandes volumenes de datos clinicos, desarrollando modelos predictivos
que contribuyan a la evolucion de la medicina de precision.

8.Desarrollador de Modelos de Deep Learning para Imagenes Médicas: Encargado
de disefiar y entrenar redes neuronales para el andlisis automatizado de imagenes
diagndsticas, como resonancias magnéticas y tomografias.
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Licencias de software incluidas

TECH es referencia en el mundo universitario por combinar la Ultima tecnologia con
las metodologias docentes para potenciar el proceso de ensefianza-aprendizaje. Para
ello, ha establecido una red de alianzas que le permite tener acceso a las herramientas
de software mas avanzadas del mundo profesional.
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Al matricularte recibiras, de forma
completamente gratuita, las credenciales
de uso acadéemico de las siguientes
aplicaciones de software profesional”
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TECH ha establecido una red de alianzas profesionales en la que se encuentran los Google Career Launchpad
principales proveedores de software aplicado a las diferentes areas profesionales.
Estas alianzas permiten a TECH tener acceso al uso de centenares de aplicaciones
informaticas y licencias de software para acercarlas a sus estudiantes.

Google Career Launchpad es una solucion para desarrollar habilidades digitales

en tecnologia y analisis de datos. Con un valor estimado de 5.000 délares, se incluye
de forma gratuita en el programa universitario de TECH, brindando acceso

Las licencias de software para uso académico permitiran a los estudiantes utilizar las a laboratorios interactivos y certificaciones reconocidas en el sector.

aplicaciones informaticas mas avanzadas en su drea profesional, de modo que podran
conocerlas y aprender su dominio sin tener que incurrir en costes. TECH se hara cargo
del procedimiento de contratacion para que los alumnos puedan utilizarlas de modo
ilimitado durante el tiempo que estén estudiando el programa de Master Titulo Propio
en Inteligencia Artificial en Investigacion Clinica, y ademas lo podran hacer de forma
completamente gratuita. + Cursos especializados: contenido actualizado en cloud computing, machine
learning y analisis de datos

Esta plataforma combina capacitacion técnica con casos practicos, usando
tecnologias como BigQuery y Google Al. Ofrece entornos simulados para experimentar
con datos reales, junto a una red de expertos para orientacion personalizada.

Funcionalidades destacadas:

TECH te dara acceso gratuito al uso de las siguientes aplicaciones de software:
+ Laboratorios en vivo: practicas con herramientas reales de Google Cloud

sin configuracién adicional

*

Certificaciones integradas: preparacion para exdmenes oficiales con validez
internacional

+ Mentorias profesionales: sesiones con expertos de Google y partners tecnolégicos
+ Proyectos colaborativos: retos basados en problemas reales de empresas lideres

En conclusion, Google Career Launchpad conecta a los usuarios con las ultimas
tecnologias del mercado, facilitando su insercion en dreas como inteligencia artificial
y ciencia de datos con credenciales respaldadas por la industria.

ORACLE
Academy
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Oracle Academy

Oracle Academy es una plataforma lider en tecnologias de bases de datos,
programacion y cloud computing. Durante el programa universitario, los egresados
tendran acceso gratuito a sus herramientas profesionales, que facilitan la actualizacién
constante en tecnologias demandadas por el mercado laboral actual.

Esta plataforma ofrece recursos actualizados para dominar sistemas empresariales,
con un enfoque practico y alineado a la industria. Incluye software especializado,
como Oracle Database y Java, permitiendo desarrollar habilidades técnicas

en entornos reales desde el primer dia.

Funcionalidades destacadas:

+ Laboratorios virtuales: entornos simulados para practicas con bases de datos
y desarrollo cloud

+ Cursos modulares: rutas adaptables con ejercicios aplicables a casos reales
+ Certificaciones integradas: preparacion para examenes oficiales de Oracle
+ Soporte multilinglie: materiales disponibles en espafiol, inglés y otros idiomas

+ Comunidad global: conexion con profesionales y docentes para intercambio
de conocimientos

En conclusion, Oracle Academy potencia el perfil técnico con herramientas usadas
en el sector tecnoldgico, ofreciendo una ventaja competitiva inmediata.
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Metodologia de estudio

TECH es la primera universidad en el mundo que combina la metodologia de los
case studies con el Relearning, un sistema de aprendizaje 100% online basado en la
reiteracion dirigida.

Esta disruptiva estrategia pedagdgica ha sido concebida para ofrecer a los
profesionales la oportunidad de actualizar conocimientos y desarrollar competencias
de un modo intensivo y riguroso. Un modelo de aprendizaje que coloca al estudiante en
el centro del proceso académico y le otorga todo el protagonismo, adaptandose a sus
necesidades y dejando de lado las metodologias mas convencionales.
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TECH te prepara para afrontar nuevos retos en
entornos inciertos y lograr el €xito en tu carrera”
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El alumno: la prioridad de todos los programas de TECH

En la metodologia de estudios de TECH el alumno es el protagonista absoluto.

Las herramientas pedagdgicas de cada programa han sido seleccionadas teniendo
en cuenta las demandas de tiempo, disponibilidad y rigor académico que, a dia de
hoy, no solo exigen los estudiantes sino los puestos mas competitivos del mercado.

Con el modelo educativo asincronico de TECH, es el alumno quien elige el tiempo que
destina al estudio, como decide establecer sus rutinas y todo ello desde la comodidad
del dispositivo electronico de su preferencia. El alumno no tendra que asistir a clases
en vivo, a las que muchas veces no podra acudir. Las actividades de aprendizaje las
realizara cuando le venga bien. Siempre podra decidir cuando y desde donde estudiar.

En TECH NO tendras clases en directo
(a las que luego nunca puedes asistir)”
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Los planes de estudios mas exhaustivos a nivel internacional

TECH se caracteriza por ofrecer los itinerarios académicos mas completos del entorno
universitario. Esta exhaustividad se logra a través de la creacion de temarios que

no solo abarcan los conocimientos esenciales, sino también las innovaciones mas
recientes en cada area.

Al estar en constante actualizacion, estos programas permiten que los estudiantes
se mantengan al dia con los cambios del mercado y adquieran las habilidades mas
valoradas por los empleadores. De esta manera, quienes finalizan sus estudios en
TECH reciben una preparacion integral que les proporciona una ventaja competitiva
notable para avanzar en sus carreras.

Y ademas, podran hacerlo desde cualquier dispositivo, pc, tableta o smartphone.

El modelo de TECH es asincronico,
de modo que te permite estudiar con
tu pc, tableta o tu smartphone donde
quieras, cuando quieras y durante el
tiempo que quieras”
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Case studies o Método del caso

El método del caso ha sido el sistema de aprendizaje mas utilizado por las
mejores escuelas de negocios del mundo. Desarrollado en 1912 para que los
estudiantes de Derecho no solo aprendiesen las leyes a base de contenidos
tedricos, su funcion era también presentarles situaciones complejas reales.
Asi, podian tomar decisiones y emitir juicios de valor fundamentados sobre
como resolverlas. En 1924 se establecié como método estandar de ensefianza
en Harvard.

Con este modelo de ensefianza es el propio alumno quien va construyendo su
competencia profesional a través de estrategias como el Learning by doing o
el Design Thinking, utilizadas por otras instituciones de renombre como Yale o
Stanford.

Este método, orientado a la accion, sera aplicado a lo largo de todo el itinerario
académico que el alumno emprenda junto a TECH. De ese modo se enfrentara
a multiples situaciones reales y debera integrar conocimientos, investigar,
argumentar y defender sus ideas y decisiones. Todo ello con la premisa de
responder al cuestionamiento de como actuaria al posicionarse frente a
eventos especificos de complejidad en su labor cotidiana.




Método Relearning

En TECH los case studies son potenciados con el mejor método de
ensefanza 100% online: el Relearning.

Este método rompe con las técnicas tradicionales de ensefianza para
poner al alumno en el centro de la ecuacion, proveyéndole del mejor
contenido en diferentes formatos. De esta forma, consigue repasar

y reiterar los conceptos clave de cada materia y aprender a aplicarlos
en un entorno real.

En esta misma linea, y de acuerdo a multiples investigaciones
cientificas, la reiteracion es la mejor manera de aprender. Por eso,
TECH ofrece entre 8 y 16 repeticiones de cada concepto clave dentro
de una misma leccion, presentada de una manera diferente, con

el objetivo de asegurar que el conocimiento sea completamente
aflanzado durante el proceso de estudio.

El Relearning te permitira aprender con menos
esfuerzo y mas rendimiento, implicandote mas
en tu especializacion, desarrollando el espiritu
critico, la defensa de argumentos y el contraste
de opiniones: una ecuacion directa al éxito.
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learning
from an
expert
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Un Campus Virtual 100% online con los mejores
recursos didacticos

Para aplicar su metodologia de forma eficaz, TECH se centra en proveer a los
egresados de materiales didacticos en diferentes formatos: textos, videos
interactivos, ilustraciones y mapas de conocimiento, entre otros. Todos ellos,
disefiados por profesores cualificados que centran el trabajo en combinar
casos reales con la resolucion de situaciones complejas mediante simulacion,
el estudio de contextos aplicados a cada carrera profesional y el aprendizaje
basado en la reiteracion, a través de audios, presentaciones, animaciones,
imagenes, etc.

Y es que las ultimas evidencias cientificas en el ambito de las Neurociencias
apuntan a la importancia de tener en cuenta el lugar y el contexto donde se
accede a los contenidos antes de iniciar un nuevo aprendizaje. Poder ajustar
esas variables de una manera personalizada favorece que las personas
puedan recordar y almacenar en el hipocampo los conocimientos para
retenerlos a largo plazo. Se trata de un modelo denominado Neurocognitive
context-dependent e-learning que es aplicado de manera consciente en esta
titulacion universitaria.

Por otro lado, también en aras de favorecer al maximo el contacto mentor-
alumno, se proporciona un amplio abanico de posibilidades de comunicacion,
tanto en tiempo real como en diferido (mensajeria interna, foros de discusion,
servicio de atencion telefonica, email de contacto con secretaria técnica, chat
y videoconferencia).

Asimismo, este completisimo Campus Virtual permitira que el alumnado

de TECH organice sus horarios de estudio de acuerdo con su disponibilidad
personal o sus obligaciones laborales. De esa manera tendra un control global
de los contenidos académicos y sus herramientas didacticas, puestas en
funcion de su acelerada actualizacion profesional.

La modalidad de estudios online de
este programa te permitira organizar
tu tiempo y tu ritmo de aprendizaje,
adaptandolo a tus horarios”

La eficacia del método se justifica con cuatro logros fundamentales:

. Los alumnos que siguen este método no solo consiguen la asimilacion de

conceptos, sino un desarrollo de su capacidad mental, mediante ejercicios
de evaluacién de situaciones reales y aplicacion de conocimientos.

. El aprendizaje se concreta de una manera solida en capacidades practicas

que permiten al alumno una mejor integracién en el mundo real.

. Se consigue una asimilacién mas sencilla y eficiente de las ideas y conceptos,

gracias al planteamiento de situaciones que han surgido de la realidad.

. La sensacion de eficiencia del esfuerzo invertido se convierte en un estimulo

muy importante para el alumnado, que se traduce en un interés mayor en los
aprendizajes y un incremento del tiempo dedicado a trabajar en el curso.
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La metodologia universitaria mejor valorada
por sus alumnos

Los resultados de este innovador modelo académico son constatables
en los niveles de satisfaccion global de los egresados de TECH.

La valoracion de los estudiantes sobre la calidad docente, calidad de

los materiales, estructura del curso y sus objetivos es excelente. No en
valde, la institucion se convirtio en la universidad mejor valorada por sus
alumnos segun el indice global score, obteniendo un 4,9 de 5.

10 cm

Accede a los contenidos de estudio desde
cualquier dispositivo con conexion a Internet
(ordenador, tablet, smartphone) gracias a que
TECH esta al dia de la vanguardia tecnologica
y pedagogica.

Podras aprender con las ventajas del acceso

a entornos simulados de aprendizaje y el
planteamiento de aprendizaje por observacion,
esto es, Learning from an expert.
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Asi, en este programa estaran disponibles los mejores materiales educativos, preparados a conciencia:

Material de estudio

>

Todos los contenidos didacticos son creados por los especialistas que van a impartir
el curso, especificamente para él, de manera que el desarrollo didactico sea realmente
especifico y concreto.

Estos contenidos son aplicados después al formato audiovisual que creara nuestra
manera de trabajo online, con las técnicas mas novedosas que nos permiten ofrecerte
una gran calidad, en cada una de las piezas que pondremos a tu servicio.

Practicas de habilidades y competencias

Realizaras actividades de desarrollo de competencias y habilidades especificas en
cada drea tematica. Practicas y dinamicas para adquirir y desarrollar las destrezas
y habilidades que un especialista precisa desarrollar en el marco de la globalizacion
que vivimos.

Restimenes interactivos

Presentamos los contenidos de manera atractiva y dinamica en pildoras multimedia
que incluyen audio, videos, imagenes, esquemas y mapas conceptuales con el fin
de afianzar el conocimiento.

Este sistema exclusivo educativo para la presentacion de contenidos multimedia
fue premiado por Microsoft como “Caso de éxito en Europa”.

Lecturas complementarias

Articulos recientes, documentos de consenso, guias internacionales... En nuestra
biblioteca virtual tendras acceso a todo lo que necesitas para completar tu capacitacion.

ORIANS
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Case Studies

Completaras una seleccion de los mejores case studies de la materia.
Casos presentados, analizados y tutorizados por los mejores
especialistas del panorama internacional.

Testing & Retesting

Evaluamos y reevaluamos periodicamente tu conocimiento a lo largo del
programa. Lo hacemos sobre 3 de los 4 niveles de la Piramide de Miller.

Clases magistrales e

Existe evidencia cientifica sobre la utilidad de la observacién de terceros expertos.

El denominado Learning from an expert afianza el conocimiento y el recuerdo,
y genera seguridad en nuestras futuras decisiones dificiles.

Guias rapidas de actuacion

TECH ofrece los contenidos mas relevantes del curso en forma de fichas o
gufas rapidas de actuacion. Una manera sintética, practica y eficaz de ayudar al
estudiante a progresar en su aprendizaje.

LK)
K\
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Cuadro docente

En su compromiso con la excelencia académica, TECH ha reunido un cuadro docente
de alto nivel, conformado por especialistas con una solida trayectoria en Inteligencia
Artificial aplicada a la Investigacion Clinica. Gracias a su experiencia en proyectos de
vanguardia y en el ambito académico, estos expertos aportaran un enfoque practico y
actualizado, garantizando una especializacion alineada con los avances mas recientes
del sector. Asf, los materiales didacticos ofreceran contenidos de maxima calidad,
integrando las tecnologias mas innovadoras para capacitar a los egresados

en un campo en constante evolucion.
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TECH pondra a tu disposicion una
& capacitacion de vanguardia, impartida
| & por especialistas en Inteligencia Artificial
aplicada a la Investigacion Clinica”
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Direccion

Dr. Peralta Martin-Palomino, Arturo

CEOQy CTO en Prometeus Global Solutions

CTO en Korporate Technologies

CTO en Al Shepherds GmbH

Consultor y Asesor Estratégico Empresarial en Alliance Medical
Director de Disefio y Desarrollo en DocPath

Doctor en Ingenieria Informatica por la Universidad de Castilla-La Mancha

Doctor en Economia, Empresas y Finanzas por la Universidad Camilo José Cela

Doctor en Psicologia por la Universidad de Castilla-La Mancha

Master en Executive MBA por la Universidad Isabel |

Master en Direccion Comercial y Marketing por la Universidad Isabel |

Master Experto en Big Data por Formacion Hadoop

Master en Tecnologias Informaticas Avanzadas por la Universidad de Castilla-La Mancha

Miembro de: Grupo de Investigacion SMILE
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D. Popescu Radu, Daniel Vasile

Especialista Independiente de Farmacologia, Nutricién y Dietética
Productor de Contenidos Didécticos y Cientificos Auténomo
Nutricionista y Dietista Comunitario

Farmacéutico Comunitario

Investigador

Master en Nutricion y Salud en Universidad Oberta de Catalunya
Master en Psicofarmacologia por la Universidad de Valencia

Farmaceéutico por la Universidad Complutense de Madrid

Nutricionista-Dietista por la Universidad Europea Miguel de Cervantes

Profesores

Dr. Carrasco Gonzalez, Ramén Alberto
+ Responsable de Business Intelligence (Marketing) en la Caja General de Ahorros
de Granada y en el Banco Mare Nostrum

+ Responsable en Sistemas de Informacién (Data Warehousing y Business
Intelligence) en la Caja General de Ahorros de Granada y en el Banco Mare Nostrum

+ Especialista e Investigador en Informatica e Inteligencia Artificial
+ Doctor en Inteligencia Artificial por la Universidad de Granada

+ Ingeniero Superior en Informatica por la Universidad de Granada
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Titulacion

El Master Titulo Propio en Inteligencia Artificial en Investigacidn Clinica garantiza,
ademas de la capacitacion mas rigurosa y actualizada, el acceso a un titulo
de Master Propio expedido por TECH Universidad.
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Supera con éxito este programa y recibe tu
titulacion universitaria sin desplazamientos
ni farragosos tramites”
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Este Master Titulo Propio en Inteligencia Artificial en Investigacién Clinica contiene Este titulo expedido por TECH Universidad expresara la calificacion que haya obtenido
el programa universitario mas completo y actualizado del mercado. en el Master Titulo Propio, y reunira los requisitos cominmente exigidos por las bolsas

de trabajo, oposiciones y comités evaluadores de carreras profesionales.
Tras la superacion de la evaluacion, el alumno recibira por correo postal* con acuse

de recibo su correspondiente titulo de Master Propio emitido por TECH Universidad. Titulo: Master Titulo Propio en Inteligencia Artificial en Investigacion Clinica
Modalidad: No escolarizada (100% en linea)

Duracion: 12 meses

Master Titulo Propio en Inteligencia Artificial en Investigacion Clinica

tecn

universidad Distribucion General del Plan de Estudios Distribucién General del Plan de Estudios
Tipo de materia Horas Curso  Materia Horas  Cardoter
Obligatoria (0B) 1.500 1° Fundamentos de la Inteligencia Artificial 75 o8B
10 Tiposy ciclo de vida del dato 75 o8B
Optativa (OP) 0 10 Eldato en la Inteligencia Artificial 75 o8
o Prcticas Externas (PR) 0 4o Mineria e datos. Seleceicn, preprocesamientoy ransformacién 75 0B
C._____________________ condocumento de identificacion _______________ha superado Trabajo Fin de Méster (TFM) o 19 Algoritmiay complejidad en Inteligencia Artificial 75 o8
con éxito y obtenido el titulo de: 10 Sistemas inteligentes 7 08
Total 1.500 10 Aprendizaje automético y minerfa de datos 75 08B
1 Las redes neuronales, base de deep learning 75 o8B
1 Entrenamiento de redes neuronales profundas 75 0B
A i H H H H 151 H iA ini. 1 Personalizacién de modelos y entrenamiento con Tensorflow 75 o8B
Master Titulo Propio en Inteligencia Artificial en Investigacién Clinica ! Bioidd o
10 Procesamiento del lenguaje natural (NLP) con redes neuronales 75 o8
recurrentes (RNN) y atencion
Se trata de un titulo propio de esta Universidad con una duracién de 1.500 horas, 19 Autoencoders, GANs, y modelos de difusién ” o8
S o 1 Computacién bioinspirada 75 o8B
con fecha de inicio dd/mm/aaaa y fecha de finalizacién dd/mm/aaaa. 1 Inteligencia Artificial: Estrategias y aplicaciones 75 o8B
10 é y delAparala on Clinica 75 o8
TECH es una Institucion Particular de Educacién Superior reconocida 1 ‘"V‘“S“W“"" biomedica con IA , s 08
P o P . N . Ar a IAen 6 i 7! B
por la Secretaria de Educacién Publica a partir del 28 de junio de 2018. ! Plicacién préctica de A en Investigacicn Clinica > o
10 Andlisis de big datay aprendizaje automatico 75 o8
ennvestigacion Clinica
En Ciudad de México, a 31 de mayo de 2024 10 Aspectos éticos, legales y futuro de la IA en Investigacién Clinica 75 o8B

e N y
o) B
/ﬁ"e%ﬁ Mtro. Gerardo Daniel Orozco Martinez tecn‘

Rector universidad

Mtro. Gerardo Daniel Orozco Martinez
Rector

Godigo dnico TECH: AFWOR23S techtitute com/titulos

*Apostilla de La Haya. En caso de que el alumno solicite que su titulo en papel recabe la Apostilla de La Haya, TECH Universidad realizara las gestiones oportunas para su obtencién, con un coste adicional.
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universidad

Master Titulo Propio
Inteligencia Artificial
en Investigacion Clinica

» Modalidad: No escolarizada (100% en linea)
» Duracion: 12 meses

» Titulacion: TECH Universidad

» Horario: a tu ritmo

» Examenes: online



Master Titulo Propio

Inteligencia Artificial
en Investigacion Clinica

universidad



