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Presentacion

El Deep Learning ha supuesto durante los ultimos afos una revolucion tecnologica.
Esta variante de la Inteligencia Artificial se centra en el entrenamiento de Redes
Neuronales profundas para aprender representaciones jerarquicas de datos. Ademas,
posee un amplio abanico de aplicaciones, siendo una muestra el mundo de las
finanzas. Asi pues, los expertos son capaces de detectar fraudes, analizar los riegos
e incluso predecir precios de acciones. No es de extrafar, por lo tanto, que cada vez
mas personas decidan especializarse en este campo de especializacion. Para dar
respuesta a este requerimiento, TECH desarrolla una capacitacion que abordara en
detalle las particularidades del Aprendizaje Automatico Profundo. Todo en un formato
100% online, para brindar una mayor comodidad a los estudiantes.




Presentacion |05 tech

Aplicaras a tus proyectos las tecnicas mas
innovadoras del Aprendizaje profundo gracias
a este Master Titulo Propio 100% online”
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El TensorFlow se ha transformado en la herramienta mas importante para implementar
y entrenar modelos de Aprendizaje Profundo. Los desarrolladores emplean tanto

su variedad de instrumentos como bibliotecas para entrenar modelos que realicen
tareas automaticas de deteccion de objetos, clasificacion y procesamiento del

lenguaje natural. En esta misma linea, esta plataforma es provechosa para detectar
anomalias en datos, lo que es esencial en ambitos como la seguridad cibernética, el
mantenimiento predictivo y el control de calidad. Sin embargo, su uso puede implicar
una serie de retos para los profesionales, entre los que destacan la seleccion de la
arquitectura de red neuronal adecuada.

Ante esta situacion, TECH implementa un Master Titulo Propio que proporcionara a

los expertos un enfoque integral sobre el Deep Learning. Elaborado por expertos en la
materia, el plan de estudios ahondara en los fundamentos matematicos y principios del
Aprendizaje Profundo. Esto les permitird a los egresados construir Redes Neuronales
dirigidas al procesamiento de informacion que implican reconocimiento de patrones,
tomas de decisiones y aprendizaje a partir de datos. Asimismo, el temario profundizara
en el Reinforcement Learning teniendo en cuenta factores como la optimizacion de

las recompensas y la busqueda de politica. Por otra parte, los materiales didacticos
ofreceran técnicas avanzadas de optimizacién y visualizacién de resultados.

En cuanto al formato de la titulacién universitaria, esta se imparte a través de una
metodologia 100% online para que los egresados puedan completar el programa

con comodidad. Para acceder a los contenidos académicos tan solo necesitaran un
dispositivo electronico con acceso a Internet, puesto que los horarios y cronogramas
evaluativos se planifican de manera individual. Por otro lado, el temario se apoyara en el
novedoso sistema de ensefianza del Relearning, del cual TECH es pionera. Este sistema
de aprendizaje consiste en la reiteracion de los aspectos claves para garantizar el
dominio de sus diferentes aspectos.

Este Master Titulo Propio en Deep Learning contiene el programa educativo mas
completo y actualizado del mercado. Sus caracteristicas mas destacadas son:

*

El desarrollo de casos practicos presentados por expertos en Data Engineer
y Data Scientist

Los contenidos graficos, esquematicos y eminentemente practicos con los que estd
concebido recogen una informacion técnica y practica sobre aquellas disciplinas
indispensables para el gjercicio profesional

Los ejercicios practicos donde realizar el proceso de autoevaluacién para mejorar
el aprendizaje

Su especial hincapié en metodologias innovadoras

Las lecciones tedricas, preguntas al experto, foros de discusién de temas
controvertidos y trabajos de reflexion individual

La disponibilidad de acceso a los contenidos desde cualquier dispositivo fijo o portatil
con conexion a internet

Estudia por medio de innovadores
formatos didacticos multimedia
que optimizaran tu proceso de
actualizacion en Deep Learning”



¢Buscas enriquecer tu praxis con las
técnicas de optimizacion de gradientes
mas avanzadas? Logralo con este
programa en tan solo 12 meses”

El programa incluye en su cuadro docente a profesionales del sector que vierten en
esta capacitacion la experiencia de su trabajo, ademas de reconocidos especialistas de
sociedades de referencia y universidades de prestigio.

Su contenido multimedia, elaborado con la ultima tecnologia educativa, permitira
al profesional un aprendizaje situado y contextual, es decir, un entorno simulado

que proporcionara una capacitacion inmersiva programada para entrenarse ante
situaciones reales.

El disefo de este programa se centra en el Aprendizaje Basado en Problemas, mediante
el cual el profesional debera tratar de resolver las distintas situaciones de practica
profesional que se le planteen a lo largo del curso académico. Para ello, contara con la
ayuda de un novedoso sistema de video interactivo realizado por reconocidos expertos.
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Profundizaras en los Backward Pass para
calcular los gradientes de la funcion de
pérdida con respecto a los parametros
de la red.

Gracias a la metodologia del
Relearning, tendras libertad para
planificar tanto tus horarios de estudio
como cronogramas educativos.
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Objetivos

Gracias a este Master Titulo Propio, los egresados desarrollaran sus habilidades y
conocimientos en el campo del Aprendizaje Profundo e Inteligencia Artificial. De esta
forma, implementaran las técnicas mas avanzadas de Deep Learning en sus proyectos
para mejorar el rendimiento de los modelos en tareas especificas. Asimismo, los expertos
seran capaces de desarrollar sistemas inteligentes que puedan realizar automaticamente
tareas como el reconocimiento de patrones en imagenes, analisis de sentimientos en
texto o deteccion de anomalias en datos.
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Un titulo universitario disefiado con base
en las ultimas tendencias en Deep Learning
A para garantizarte un aprendizaje exitoso”
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+ Desarrollar conocimiento especializado sobre el entrenamiento de redes
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Objetivos especificos

Médulo 1. Fundamentos Matematicos de Deep Learning
+ Desarrollar la regla de la cadena para calcular derivadas de funciones anidadas

+ Analizar cémo se crean nuevas funciones a partir de funciones existentes y cémo se
calculan las derivadas de las mismas

+ Examinar el concepto del Backward Pass y como se aplican las derivadas de las funciones
vectoriales para aprender automaticamente

+ Aprender acerca de como usar TensorFlow para construir modelos personalizados
+ Comprender como cargar y procesar datos utilizando herramientas de TensorFlow

+ Fundamentar los conceptos clave del procesamiento del lenguaje natural NLP con RNN
y mecanismos de atencion

+ Explorar la funcionalidad de las librerfas de transformers de Hugging Face y otras
herramientas de procesamiento de lenguaje natural para aplicar a problemas de visién

+ Aprender a construir y entrenar modelos de autoencoders, GANs y modelos de difusién

+ Comprender como los autoencoders pueden utilizarse para codificar datos eficientemente

Médulo 2. Principios de Deep Learning
+ Analizar el funcionamiento de la regresion lineal y como puede ser aplicada a los
modelos de redes neuronales

+ Fundamentar la optimizacion de los hiperparametros para mejorar el rendimiento
de los modelos de redes neuronales

+ Determinar como se puede evaluar el rendimiento de los modelos de redes
neuronales mediante el uso del conjunto de entrenamiento y el conjunto de prueba
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Maddulo 3. Las Redes Neuronales, base de Deep Learning
+ Analizar la arquitectura de las redes neuronales y sus principios de funcionamiento

+ Determinar como se pueden aplicar las redes neuronales a una variedad de problemas

+ Establecer como optimizar el rendimiento de los modelos de aprendizaje profundo
mediante el ajuste de los hiperparametros

Mddulo 4. Entrenamiento de Redes Neuronales Profundas
+ Analizar los problemas de gradiente y como se pueden evitar

+ Determinar como reutilizar capas preentrenadas para entrenar redes neuronales profundas

+ Establecer como programar la tasa de aprendizaje para obtener los mejores resultados

Mddulo 5. Personalizacion de Modelos y Entrenamientos con TensorFlow
+ Determinar como usar la API de TensorFlow para definir funciones y graficos personalizados

+ Fundamentar el uso de la API tf.data para cargary preprocesar los datos de manera eficiente

+ Discutir el proyecto TensorFlow Datasets y como se puede usar para facilitar el acceso
a conjuntos de datos preprocesados

Méddulo 6. Deep Computer Vision con Redes Neuronales Convolucionales
+ Explorary entender cémo funcionan las capas convolucionales y de agrupacion
para la arquitectura Visual Cortex

+ Desarrollar arquitecturas CNN con Keras

+ Usar modelos preentrenados de Keras para clasificacion, localizacion, deteccion
y seguimiento de objetos, asi como para la segmentacion semantica
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Médulo 7. Secuencias de procesamiento utilizando RNN y CNN
+ Analizar la arquitectura de las neuronas y capas recurrentes

+ Examinar los diversos algoritmos de entrenamiento para el entrenamiento de modelos RNN

+ Evaluar el desempefio de los modelos RNN utilizando métricas de exactitud y sensibilidad

Médulo 8. Procesamiento del Lenguaje Natural NLP con RNN y Atencion
+ Generar texto utilizando redes neuronales recurrentes

+ Entrenar una red codificador-decodificador para realizar traduccion automatica neuronal
+ Desarrollar una aplicacion practica de procesamiento del lenguaje natural con RNN
y atencion
Mddulo 9. Autoencoders, GANs, y Modelos de Difusién
+ Implementar técnicas de PCA con un codificador automatico lineal incompleto

+ Utilizar autocodificadores convolucionales y variacionales para mejorar los resultados
de los autoencoders

+ Analizar cémo las GANs y los modelos de difusion pueden generar imagenes nuevas
y realistas

Médulo 10. Reinforcement Learning
+ Utilizar gradientes para optimizar la politica de un agente

+ Evaluar el uso de redes neuronales para mejorar la precision de un agente
al tomar decisiones

+ Implementar diferentes algoritmos de refuerzo para mejorar el rendimiento de un agente
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Una experiencia de

capacitacion clave, unica
y decisiva que propulsara
tu desarrollo profesional”
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Competencias

Por medio del Master Titulo Propio, los egresados adquiriran nuevas destrezas para
enfrentarse con éxito a los desafios que presenta la Inteligencia Artificial. Tras la
finalizacion de la titulacion universitaria, los profesionales dominaran la utilizacion de
herramientas de TensorFlow para la manipulacion de datos. Asimismo, los expertos le
sacaran el maximo provecho al entrenamiento de Redes Neuronales Profundas para
solucionar problemas complejos y crear modelos precisos. De esta forma, llevaran a
cabo propuestas innovadoras para destacar en un sector tecnoldgico en pleno auge.
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@ @ Adquiriras destrezas avanzadas

para implementar en tus proyectos
la arquitectura Visual Cortex”
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Competencias generales -
.
+ Implementar arquitectura Visual Cortex
+ Utilizar modelos preentrenados de Keras para el aprendizaje por transferencia y otras
tareas de vision por computadora l

+ Dominar la Red Neuronal Recurrente (RNN)
+ Entrenary evaluar un modelo RNN para la prediccion de series de tiempo
+ Mejorar la capacidad de un agente para tomar decisiones 6ptimas en un entorno

+ Aumentar la eficiencia de un agente al aprender con recompensas

Manejara la herramienta TensorFlow para
manipular los datos y crearas modelos
de aprendizaje automatico de gran nivel”
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Competencias especificas
+ Resolver problemas con datos, lo que implica mejorar procesos existentes y desarrollar
nuevos procesos mediante el uso de herramientas tecnoldgicas adecuadas
. + Implementar proyectos y tareas basadas en datos

+ Utilizar métricas como la precision, la exactitud y el error de clasificacion
+ Optimizar los parametros de una red neuronal
+ Construir modelos personalizados utilizando la API de TensorFlow

+ Implementar con Keras tareas como la clasificacion, la localizacion, la deteccion
y seguimiento de objetos, asi como la segmentacion semantica

+ Generar imagenes nuevas y realistas
+ Implementar Deep Q-Learning y variantes de Deep Q-Learning
+ Utilizar técnicas de optimizacion para el entrenamiento

+ Entrenar con éxito redes neuronales profundas




04
Direccion del curso

Para ofrecer la maxima calidad educativa, TECH ha realizado un proceso riguroso de
seleccion de cada uno de los docentes que integran sus titulaciones universitarias. Por
eso0, los alumnos que se adentren en este Master Titulo Propio accederan a un plan de
estudio disefiado por los mejores expertos en el campo del Deep Learning. Ademas,
estos profesionales no solo se caracterizan por tener una solida comprensién de la
materia, sino que atesoran una amplia trayectoria laboral en prestigiosas instituciones.
Todo ello permitira a los estudiantes sumergirse en una experiencia inmersiva que le
permitira dar un salto en su carrera profesional.
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La diversidad de talentos del cuadro
docente te permitira disfrutar de un
ambiente de ensenanza totalmente
dinamico y enriquecedor”
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Direccion

D. Gil Contreras, Armando

+ Lead Big Data Scientist en Jhonson Controls
+ Data Scientist-Big Data en Opensistemas S.A.
+ Auditor de Fondos en Creatividad y Tecnologia S.A. (CYTSA)
Auditor del Sector Publico en PricewaterhouseCoopers Auditores
Master en Data Science por el Centro Universitario de Tecnologia y Arte
Méster MBA en Relaciones y Negocios Internacionales por el Centro de Estudios Financieros (CEF)

Licenciatura en Economia por el Instituto Tecnoldgico de Santo Domingo

Profesores
Dia. Delgado Feliz, Benedit D. Villar Valor, Javier
+ Asistente Administrativo y Operador De Vigilancia Electronica en la Direccion + Director y Socio Fundador de Impulsa2
Nacional de Control de Drogas (DNCD) « Chief Operations Officer (COO) en Summa Insurance Brokers
* Servicio al Cliente en Caceres y Equipos + Director de Transformacién y Excelencia Operacional en Johnson Controls
+ Reclamaciones y Servicio al Cliente en Express Parcel Services (EPS) + Master en Coaching Profesional

*
*

Especialista en Microsoft Office por la Escuela Nacional de Informatica Executive MBA por la Emlyon Business School, Francia

+ Comunicadora Social por la Universidad Catdlica Santo Domingo + Master en Gestion de la Calidad por EOI

+ Ingenieria Informética por la Universidad Accion Pro-Educacion y Cultura (UNAPEC)
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D. Matos Rodriguez, Dionis
+ Data Engineer en Wide Agency Sadexo

+ Data Consultant en Tokiota
+ Data Engineer en Devoteam
+ Bl Developer en Ibermatica
+ Applications Engineer en Johnson Controls

+ Database Developer en Suncapital Espafia

*

Senior Web Developer en Deadlock Solutions

+ QA Analyst en Metaconxept

+ Master en Big Data & Analytics por la EAE Business School
+ Master en Anélisis y Disefio de Sistemas

+ Licenciatura en Ingenieria Informatica por la Universidad APEC

Dia. Gil de Ledn, Maria
+ Codirectora de Marketing y secretaria en RAIZ Magazine

+ Editora de Copia en Gauge Magazine
+ Lectora de Stork Magazine por Emerson College

+ Licenciatura en Escritura, Literatura y Publicacion otorgada por el Emerson College
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Estructura y contenido

Este Master Titulo Propio ofrecera a los alumnos una amplia gama de técnicas de
Deep Learning, que elevaran sus horizontes profesionales a un nivel superior. Para
conseguirlo, el itinerario académico profundizara en la codificacion de modelos
de aprendizaje profundo. De este modo, los egresados traduciran con eficacia los
algoritmos y arquitecturas de redes neuronales profundas. Asimismo, el temario
abordara en detalle el entrenamiento de redes neuronales profundas, asi como

la visualizacion de los resultados vy la evaluacion de los modelos de aprendizaje.
También los estudiantes analizaran los principales Modelos Transformers, con

el fin de manejarlos para generar traducciones automaticas.
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Aplicaras a tus proyectos los principios del
Deep Learning para resolver una variedad
de problemas complejos en campos

como el reconocimiento de imagenes”
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Maédulo 1. Fundamentos Matematicos de Deep Learning

1.1. Funciones y Derivadas
1.1.1.  Funciones lineales
1.1.2.  Derivadas parciales
1.1.3.  Derivadas de orden superior
1.2.  Funciones anidadas
1.2.1.  Funciones compuestas
1.2.2.  Funciones inversas
1.2.3.  Funciones recursivas
1.3.  Laregla delacadena
1.3.1.  Derivadas de funciones anidadas
1.3.2.  Derivadas de funciones compuestas
1.3.3.  Derivadas de funciones inversas
1.4.  Funciones con multiples entradas
1.4.1.  Funciones de varias variables
1.4.2.  Funciones vectoriales
1.4.3.  Funciones matriciales
1.5.  Derivadas de funciones con entradas multiples
1.5.1.  Derivadas parciales
1.5.2.  Derivadas direccionales
1.5.3.  Derivadas mixtas
1.6.  Funciones con multiples entradas vectoriales
1.6.1.  Funciones vectoriales lineales
1.6.2.  Funciones vectoriales no lineales
1.6.3.  Funciones vectoriales de matriz
1.7.  Creacion de nuevas funciones a partir de funciones existentes
1.7.1.  Suma de funciones
1.7.2.  Producto de funciones
1.7.3.  Composicion de funciones




1.8.

1.9.

Maédulo 2. Principios de Deep Learning

2.1.

2.2.

2.3.

2.4.

2.5.

Derivadas de funciones con multiples entradas vectoriales
1.8.1. Derivadas de funciones lineales

1.8.2.  Derivadas de funciones no lineales

1.8.3. Derivadas de funciones compuestas

Funciones vectoriales y sus derivadas: Un paso mas alla
1.9.1. Derivadas direccionales

1.9.2.  Derivadas mixtas

1.9.3. Derivadas matriciales

El Backward Pass

1.10.1. Propagacion de errores

1.10.2. Aplicacion de reglas de actualizacion

1.10.3. Optimizacién de parametros

El Aprendizaje Supervisado

2.1.1. Maquinas de aprendizaje supervisado

2.1.2.  Usos del aprendizaje supervisado

2.1.3.  Diferencias entre aprendizaje supervisado y no supervisado
Modelos de aprendizaje supervisado

221, Modelos lineales

2.2.2.  Modelos de arboles de decision

2.2.3. Modelos de redes neuronales

Regresion lineal

2.3.1.  Regresion lineal simple

2.3.2.  Regresion lineal multiple

2.3.3.  Andlisis de regresion

Entrenamiento del modelo

2.471. Batch Learning

2.42.  Online Learning

2.4.3.  Métodos de Optimizacion

Evaluacion del modelo: Conjunto de entrenamiento versus conjunto de prueba
2.51.  Meétricas de evaluacion

2.5.2.  Validacion cruzada

2.53.  Comparacion de los conjuntos de datos

2.6.

2.7.

2.8.

2.9.

2.10.

Estructura y contenido | 25

Evaluacion del modelo: El cédigo

2.6.1.  Generacion de predicciones

2.6.2.  Andlisis de errores

2.6.3.  Métricas de evaluacion

Andlisis de las variables

2.7.1. ldentificacion de variables relevantes
2.7.2.  Andlisis de correlacion

2.7.3.  Analisis de regresion

Explicabilidad de los modelos de redes neuronales
2.8.1.  Modelos interpretables

2.8.2.  Métodos de visualizacion

2.8.3.  Métodos de evaluacion
Optimizacion

2.9.1.  Métodos de optimizacion

2.9.2.  Técnicas de regularizacion

29.3. Elusode graficos

Hiperparametros

2.10.1. Seleccion de hiperparametros
2.10.2. Busqueda de parametros

2.10.3. Ajuste de hiperparametros

tecn

Maédulo 3. Las redes neuronales, base de Deep Learning

3.1

3.2.

3.3.

Aprendizaje Profundo

3.1.1.  Tipos de aprendizaje profundo

3.1.2.  Aplicaciones del aprendizaje profundo
3.1.3.  Ventajasy desventajas del aprendizaje profundo
Operaciones

3.2.1. Suma

3.2.2.  Producto

3.2.3.  Traslado

Capas

3.3.1. Capadeentrada

3.3.2. Capaoculta

3.3.3. Capade salida
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34.  Union de Capas y Operaciones Médulo 4. Entrenamiento de redes neuronales profundas

341 Disefio de arquitecturas 4.1.  Problemas de Gradientes
3.4.2. Conexion entre capas

B ) 4.1.1.  Técnicas de optimizacion de gradiente
3.4.3.  Propagacion hacia adelante

. , 4.1.2.  Gradientes Estocasticos
3.5, Construccion de la primera red neuronal

3.5.1. Disefio de lared
3.52. Establecer los pesos

4.1.3.  Técnicas de inicializacion de pesos
4.2, Reutilizacion de capas preentrenadas

4.2.1.  Entrenamiento de transferencia de aprendizaje
3.5.3.  Entrenamiento de la red

3.6.  Entrenadory Optimizador
3.6.1.  Seleccion del optimizador

4.272.  Extraccion de caracteristicas
4.2.3.  Aprendizaje profundo

4.3.  Optimizadores
3.6.2.  Establecimiento de una funcién de pérdida

o o 4.3.1. Optimizadores de descenso de gradiente estocastico
3.6.3.  Establecimiento de una métrica

4.32. Optimizadores Adam y RMSprop

3.7. Aplicacion de los Principios de las Redes Neuronales 433, Optimizadores de momento

371 Funciones de activacion 4.4, Programacion de la tasa de aprendizaje

3.72. Propagacion hacia atras 4.41.  Control de tasa de aprendizaje automatico

3.7.3.  Ajuste de los parametros
3.8.  De las neuronas biolodgicas a las artificiales
3.8.1.  Funcionamiento de una neurona bioldgica

442 Ciclos de aprendizaje
4.43. Términos de suavizado
4.5, Sobreajuste
3.8.2. Transferencia de conocimiento a las neuronas artificiales L
4.571. Validacion cruzada
4.52.  Regularizacion

4.5.3. Métricas de evaluacién

3.8.3.  Establecer relaciones entre ambas
3.9. Implementacion de MLP (Perceptron multicapa) con Keras
3.9.1.  Definicion de la estructura de la red
3.9.2.  Compilacion del modelo
3.9.3.  Entrenamiento del modelo

4.6. Directrices Practicas
4.6.1. Diseflo de modelos

) ] } ; 4.6.2.  Seleccion de métricas y parametros de evaluacion
3.10. Hiperparametros de Fine tuning de Redes Neuronales

y » L 4.6.3. Pruebas de hipotesis
3.10.1. Seleccién de la funcién de activacion

4.7.  Transfer learning
3.10.2. Establecer el learning rate

4.71. Entrenamiento de transferencia de aprendizaje
3.10.3. Ajuste de los pesos

4.7.2.  Extraccion de caracteristicas
4.7.3.  Aprendizaje profundo

4.8.  Data Augmentation
4.8.1.  Transformaciones de imagen
4.8.2.  Generacion de datos sintéticos
4.8.3. Transformacion de texto



4.9.

4.10.
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Aplicacién Practica de Transfer Learning

49.1.  Entrenamiento de transferencia de aprendizaje
492  Extraccion de caracteristicas

4.9.3. Aprendizaje profundo

Regularizacion

4101, LTylL2

4.10.2. Regularizacion por maxima entropia

410.3. Dropout

Médulo 5. Personalizacion de Modelos y entrenamiento con TensorFlow

5.1.

5.2.

5.4.

5.5.

5.6.

TensorFlow

51.1.  Uso de la biblioteca TensorFlow

51.2.  Entrenamiento de modelos con TensorFlow

51.3.  Operaciones con graficos en TensorFlow

TensorFlow y NumPy

5.2.1.  Entorno computacional NumPy para TensorFlow

5.2.2. Utilizacion de los arrays NumPy con TensorFlow

5.2.3.  Operaciones NumPy para los graficos de TensorFlow

5.3. Personalizacion de modelos y algoritmos de entrenamiento
53.1.  Construccion de modelos personalizados con TensorFlow
5.3.2. Gestion de parametros de entrenamiento

53.3. Utilizacion de técnicas de optimizacion para el entrenamiento
Funciones y graficos de TensorFlow

54.1.  Funciones con TensorFlow

54.2. Utilizacion de graficos para el entrenamiento de modelos
54.3. Optimizacion de graficos con operaciones de TensorFlow
Carga y preprocesamiento de datos con TensorFlow

55.1.  Carga de conjuntos de datos con TensorFlow

5.5.2.  Preprocesamiento de datos con TensorFlow

5.5.3.  Utilizacion de herramientas de TensorFlow para la manipulacion de datos
La API tf.data

5.6.1. Utilizacion de la API tf. data para el procesamiento de datos
5.6.2.  Construccion de flujos de datos con tf.data

5.6.3.  Uso de la API tf.data para el entrenamiento de modelos
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5.7.

5.8.

59.

5.10.

Médulo 6. Deep Computer Vision con Redes Neuronales Convolucionales

6.1.

6.2.

6.3.

6.4.

El formato TFRecord

5.7.1.  Utilizacion de la API TFRecord para la serializacion de datos

5.7.2.  Carga de archivos TFRecord con TensorFlow

5.7.3.  Utilizacién de archivos TFRecord para el entrenamiento de modelos
Capas de preprocesamiento de Keras

5.8.1. Utilizacién de la API de preprocesamiento de Keras

5.8.2.  Construccion de pipelined de preprocesamiento con Keras

5.8.3. Usode la API de preprocesamiento de Keras para el entrenamiento de modelos
El proyecto TensorFlow Datasets

59.1. Utilizacion de TensorFlow Datasets para la carga de datos

59.2.  Preprocesamiento de datos con TensorFlow Datasets

59.3. Uso de TensorFlow Datasets para el entrenamiento de modelos

Construccion de una Aplicacion de Deep Learning con TensorFlow. Aplicacion Practica
5.10.1. Construccion de una aplicacion de Deep Learning con TensorFlow

5.10.2. Entrenamiento de un modelo con TensorFlow

5.10.3. Utilizacion de la aplicacion para la prediccion de resultados

La Arquitectura Visual Cortex

6.1.1.  Funciones de la corteza visual

6.1.2.  Teorias de la vision computacional

6.1.3.  Modelos de procesamiento de imagenes
Capas convolucionales

6.2.1.  Reutilizacion de pesos en la convolucion
6.2.2.  Convolucién 2D

6.2.3.  Funciones de activacion

Capas de agrupacion e implementacion de capas de agrupacion con Keras

6.3.1.  Pooling y Striding
6.3.2.  Flattening

6.3.3.  Tipos de Pooling
Arquitecturas CNN

6.4.1. Arquitectura VGG
6.4.2.  Arquitectura AlexNet
6.4.3.  Arquitectura ResNet

6.5.

6.6.

6.7.

6.8.

6.9.

6.10.

Implementacion de una CNN ResNet-34 usando Keras

6.5.7. Inicializacion de pesos
6.5.2.  Definicién de la capa de entrada
6.5.3.  Definicion de la salida

Uso de modelos preentrenados de Keras

6.6.1.  Caracteristicas de los modelos preentrenados
6.6.2.  Usos de los modelos preentrenados
6.6.3.  Ventajas de los modelos preentrenados

Modelos preentrenados para el aprendizaje por transferencia

6.7.1.  El Aprendizaje por transferencia
6.7.2.  Proceso de aprendizaje por transferencia
6.7.3.  Ventajas del aprendizaje por transferencia

Clasificacion y Localizacion en Deep Computer Vision
6.8.1.
6.8.2.
6.8.3.  Deteccion de objetos

Deteccion de objetos y seguimiento de objetos

Clasificacion de imdgenes
Localizacion de objetos en imagenes

6.9.1. Métodos de deteccion de objetos
6.9.2.  Algoritmos de seguimiento de objetos
6.9.3.  Técnicas de rastreo y localizacion

Segmentacion semantica

6.10.1. Aprendizaje profundo para segmentacion semantica
6.10.2. Deteccion de bordes

6.10.3. Métodos de segmentacion basados en reglas



Médulo 7. Secuencias de procesamiento utilizando RNN (Redes Neuronales

Recurrentes) y CNN (Redes Neuronales Convolucionales)

7.1, Neuronasy capas recurrentes
7.1.1.  Tipos de neuronas recurrentes
7.1.2.  Arquitectura de una capa recurrente
7.1.3.  Aplicaciones de las capas recurrentes
7.2.  Entrenamiento de Redes Neuronales Recurrentes (RNN)
7.2.1.  Backpropagation a través del tiempo (BPTT)
7.2.2.  Gradiente descendente estocastico
7.2.3.  Regularizacion en entrenamiento de RNN
7.3.  Evaluacion de modelos RNN
7.3.1.  Métricas de evaluacion
7.3.2.  Validacion cruzada
7.3.3.  Ajuste de hiperparametros
7.4.  RNN prentrenados
7.4.1.  Redes prentrenadas
7.4.2.  Trasferencia de aprendizaje
7.4.3.  Ajuste fino
7.5, Pronostico de una serie de tiempo
7.51.  Modelos estadisticos para pronosticos
7.52.  Modelos de series temporales
7.5.3.  Modelos basados en redes neuronales
7.6. Interpretacion de los resultados del andlisis de series temporales
7.6.1.  Andlisis de componentes principales
7.6.2.  Andlisis de cluster
7.6.3.  Andlisis de correlaciones
7.7.  Manejo de secuencias largas
7.7.1.  Long Short-Term Memory (LSTM)
7.7.2.  Gated Recurrent Units (GRU)
7.7.3.  Convolucionales 1D
7.8.  Aprendizaje de secuencia parcial
7.8.1.  Métodos de aprendizaje profundo
7.8.2.  Modelos generativos
7.8.3.  Aprendizaje de refuerzo

7.9.

7.10.
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Aplicacion Practica de RNN y CNN

7.9.1.  Procesamiento de lenguaje natural
7.9.2.  Reconocimiento de patrones

7.9.3.  Vision por computador

Diferencias en los resultados cldsicos

7.10.1. Métodos clasicos vs RNN

7.10.2. Métodos clasicos vs CNN

7.10.3. Diferencia en tiempo de entrenamiento

Médulo 8. Procesamiento del lenguaje natural (NLP) con Redes Naturales

Recurrentes (RNN) y Atencion

8.1.

8.2.

8.3.

8.4.

8.5.

Generacion de texto utilizando RNN

8.1.1.  Entrenamiento de una RNN para generacion de texto

8.1.2.  Generacion de lenguaje natural con RNN

8.1.3.  Aplicaciones de generacion de texto con RNN

Creacion del conjunto de datos de entrenamiento

8.2.1.  Preparacion de los datos para el entrenamiento de una RNN
8.2.2.  Almacenamiento del conjunto de datos de entrenamiento

8.2.3.  Limpiezay transformacion de los datos

Andlisis de Sentimiento

8.3.1.  Clasificacion de opiniones con RNN

8.3.2.  Deteccion de temas en los comentarios

8.3.3.  Analisis de sentimiento con algoritmos de aprendizaje profundo
Red de codificador-decodificador para la traduccion automatica neuronal
8.4.1.  Entrenamiento de una RNN para la traduccion automatica

8.4.2.  Uso de una red encoder-decoder para la traduccion automatica
8.4.3.  Mejora de la precision de la traduccion automatica con RNN
Mecanismos de atencion

8.5.1.  Aplicacion de mecanismos de atencion en RNN

8.5.2.  Uso de mecanismos de atencién para mejorar la precision de los modelos
8.5.3.  Ventajas de los mecanismos de atencion en las redes neuronales
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8.6.

8.7.

8.8.

8.9.

8.10.

Modelos Transformers

8.6.1.  Uso de los modelos Transformers para procesamiento de lenguaje natural
8.6.2. Aplicacion de los modelos Transformers para vision

8.6.3.  Ventajas de los modelos Transformers

Transformers para vision

8.7.1.  Uso de los modelos Transformers para vision

8.7.2.  Preprocesamiento de los datos de imagen

8.7.3.  Entrenamiento de un modelo Transformer para vision

Libreria de Transformers de Hugging Face

8.8.1.  Usode lalibreria de Transformers de Hugging Face

8.8.2.  Aplicacion de la libreria de Transformers de Hugging Face

8.8.3.  Ventajas de la libreria de Transformers de Hugging Face

Otras Librerias de Transformers. Comparativa

8.9.1. Comparacion entre las distintas librerias de Transformers

8.9.2.  Uso de las demas librerias de Transformers

8.9.3. Ventajas de las demas librerias de Transformers

Desarrollo de una Aplicacion de NLP con RNN y Atencion. Aplicacion Préctica

8.10.1. Desarrollo de una aplicacion de procesamiento de lenguaje natural con RNN

y atencion

8.10.2. Uso de RNN, mecanismos de atencién y modelos Transformers en la aplicacion

8.10.3. Evaluacion de la aplicacion practica

Médulo 9. Autoencoders, GANs, y Modelos de Difusion

9.1.

9.2.

Representaciones de datos eficientes

9.1.1.  Reduccion de dimensionalidad

9.1.2.  Aprendizaje profundo

9.1.3.  Representaciones compactas

Realizacion de PCA con un codificador automatico lineal incompleto
9.2.1.  Proceso de entrenamiento

9.2.2.  Implementacion en Python

9.2.3.  Utilizacion de datos de prueba

9.3.

9.4.

9.5.

9.6.

9.7.

9.8.

9.9.

9.10.

Codificadores automaticos apilados

9.3.1.  Redes neuronales profundas

9.3.2. Construccién de arquitecturas de codificacion
9.3.3.  Uso de la regularizacion

Autocodificadores convolucionales

9.41. Disefio de modelos convolucionales

9.4.2.  Entrenamiento de modelos convolucionales
9.4.3.  Evaluacion de los resultados

Eliminacion de ruido de codificadores automaticos
9.5.1.  Aplicacion de filtros

9.5.2. Disefio de modelos de codificacion

9.5.3.  Uso de técnicas de regularizacion
Codificadores automaticos dispersos

9.6.1. Incrementar la eficiencia de la codificacion
9.6.2.  Minimizando el nimero de parametros
9.6.3.  Utilizacion de técnicas de regularizacion
Codificadores automaticos variacionales

9.7.1.  Utilizacion de optimizacion variacional

9.7.2.  Aprendizaje profundo no supervisado

9.7.3.  Representaciones latentes profundas
Generacion de imagenes MNIST de moda

9.8.1.  Reconocimiento de patrones

0.8.2.  Generacion de imagenes

9.8.3.  Entrenamiento de redes neuronales profundas
Redes adversarias generativas y modelos de difusion
9.9.1.  Generacion de contenido a partir de imagenes
9.9.2.  Modelado de distribuciones de datos

9.9.3.  Uso de redes adversarias

Implementacion de los Modelos. Aplicacion Practica
9.10.1. Implementacion de los modelos

9.10.2. Uso de datos reales

9.10.3. Evaluacion de los resultados



Médulo 10. Reinforcement Learning

10.1.

10.2.

10.3.

10.4.

10.5.

10.6.

10.7.

10.8.

Optimizacion de las recompensas y la busqueda de politicas

10.1.1.  Algoritmos de optimizacion de recompensas

10.1.2. Procesos de busqueda de politicas

10.1.3. Aprendizaje por refuerzo para optimizar las recompensas
OpenAl

10.2.1. Entorno OpenAl Gym

10.2.2. Creacion de entornos OpenAl

10.2.3. Algoritmos de aprendizaje por refuerzo en OpenAl

Politicas de redes neuronales

10.3.1. Redes neuronales convolucionales para la busqueda de politicas
10.3.2. Politicas de aprendizaje profundo

10.3.3. Ampliacion de politicas de redes neuronales

Evaluacion de acciones: el problema de la asignacion de créditos
10.4.1. Andlisis de riesgo para la asignacion de créditos

10.4.2. Estimacion de la rentabilidad de los préstamos

10.4.3. Modelos de evaluacion de créditos basados en redes neuronales
Gradientes de Politica

10.5.1. Aprendizaje por refuerzo con gradientes de politica

10.5.2. Optimizacion de gradientes de politica

10.5.3. Algoritmos de gradientes de politica

Procesos de decision de Markov

10.6.1. Optimizacion de procesos de decision de Markov

10.6.2. Aprendizaje por refuerzo para procesos de decision de Markov
10.6.3. Modelos de procesos de decision de Markov

Aprendizaje de diferencias temporales y Q-Learning

10.7.1. Aplicacion de diferencias temporales en el aprendizaje

10.7.2. Aplicacion de Q-Learning en el aprendizaje

10.7.3. Optimizacion de parametros de Q-Learning

Implementacion de Deep Q-Learning y variantes de Deep Q-Learning
10.8.1. Construccion de redes neuronales profundas para Deep Q-Learning
10.8.2. Implementacion de Deep Q-Learning

10.8.3. Variaciones de Deep Q-Learning
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10.9. Algoritmos de Reinforment Learning

10.9.1. Algoritmos de aprendizaje por refuerzo
10.9.2. Algoritmos de aprendizaje por recompensa
10.9.3. Algoritmos de aprendizaje por castigo

10.10. Disefio de un entorno de aprendizaje por Refuerzo. Aplicacion Practica

10.10.1. Disefio de un entorno de aprendizaje por refuerzo
10.10.2. Implementacion de un algoritmo de aprendizaje por refuerzo
10.10.3. Evaluacién de un algoritmo de aprendizaje por refuerzo

Estudia desde la comodidad de tu hogar
y actualiza tus conocimientos de forma
online con TECH, la Universidad digital
mas grande del mundo”
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Metodologia

Este programa de capacitacion ofrece una forma diferente de aprender. Nuestra
metodologia se desarrolla a través de un modo de aprendizaje de forma

ciclica: el Relearning.

Este sistema de ensefianza es utilizado, por ejemplo, en las facultades de medicina
mas prestigiosas del mundo y se ha considerado uno de los mas eficaces por
publicaciones de gran relevancia como el New England Journal of Medicine.
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Descubre el Relearning, un sistema que abandona el
aprendizaje lineal convencional para llevarte a través de
sistemas ciclicos de ensefianza: una forma de aprender
que ha demostrado su enorme eficacia, especialmente
en las materias que requieren memorizacion”
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Estudio de Caso para contextualizar todo el contenido

Nuestro programa ofrece un método revolucionario de desarrollo de habilidades
y conocimientos. Nuestro objetivo es aflanzar competencias en un contexto ) Mount Everest
cambiante, competitivo y de alta exigencia. RAS

Con TECH podras experimentar
una forma de aprender que esta
moviendo los cimientos de las
universidades tradicionales de
todo el mundo”

Accederas a un sistema de

aprendizaje basado en la reiteracion, con
Una ensefianza natural y progresiva a lo
largo de todo el temario.




El alumno aprenderd, mediante
actividades colaborativas y casos reales,
la resolucion de situaciones complejas en
entornos empresariales reales.

I
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Un método de aprendizaje innovador y diferente

El presente programa de TECH es una ensefianza intensiva, creada desde 0, que
propone los retos y decisiones mas exigentes en este campo, ya sea en el ambito
nacional o internacional. Gracias a esta metodologia se impulsa el crecimiento
personal y profesional, dando un paso decisivo para conseguir el éxito. El método
del caso, técnica que sienta las bases de este contenido, garantiza que se sigue
la realidad econdmica, social y profesional mas vigente.

Nuestro programa te prepara para
afrontar nuevos retos en entornos
inciertos y lograr el éxito en tu carrera”

El método del caso ha sido el sistema de aprendizaje mas utilizado por las mejores
escuelas de Informatica del mundo desde que éstas existen. Desarrollado en 1912 para
que los estudiantes de Derecho no solo aprendiesen las leyes a base de contenidos
tedricos, el método del caso consistio en presentarles situaciones complejas reales
para que tomasen decisiones y emitiesen juicios de valor fundamentados sobre como
resolverlas. En 1924 se establecié como método estandar de ensefianza en Harvard.

Ante una determinada situacion, ¢qué deberia hacer un profesional? Esta es la pregunta
a la que te enfrentamos en el método del caso, un método de aprendizaje orientado a
la accion. A lo largo del curso, los estudiantes se enfrentaran a multiples casos reales.

Deberan integrar todos sus conocimientos, investigar, argumentar y defender sus ideas y
decisiones.
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Relearning Methodology

TECH auna de forma eficaz la metodologia del Estudio de Caso con
un sistema de aprendizaje 100% online basado en la reiteracion, que
combina elementos didacticos diferentes en cada leccion.

Potenciamos el Estudio de Caso con el mejor método de ensefianza
100% online: el Relearning.

En 2019 obtuvimos los mejores resultados
de aprendizaje de todas las universidades
online en espanol en el mundo.

En TECH aprenderas con una metodologia vanguardista concebida learning
para capacitar a los directivos del futuro. Este método, a la vanguardia from atn
exper

pedagodgica mundial, se denomina Relearning.

Nuestra universidad es la Unica en habla hispana licenciada para
emplear este exitoso método. En 2019, conseguimos mejorar los
niveles de satisfaccion global de nuestros alumnos (calidad docente,
calidad de los materiales, estructura del curso, objetivos...) con
respecto a los indicadores de la mejor universidad online en espafiol.
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En nuestro programa, el aprendizaje no es un proceso lineal, sino que sucede en
espiral (aprender, desaprender, olvidar y reaprender). Por eso, se combinan cada uno
de estos elementos de forma concéntrica. Con esta metodologia se han capacitado

mas de 650.000 graduados universitarios con un éxito sin precedentes en ambitos
tan distintos como la bioquimica, la genética, la cirugia, el derecho internacional,

las habilidades directivas, las ciencias del deporte, la filosofia, el derecho, la
ingenieria, el periodismo, la historia o los mercados e instrumentos financieros.
Todo ello en un entorno de alta exigencia, con un alumnado universitario de un perfil
socioeconémico alto y una media de edad de 43,5 afios.

El Relearning te permitira aprender con menos esfuerzo
y mas rendimiento, implicandote mas en tu capacitacion,
desarrollando el espiritu critico, la defensa de argumentos
y el contraste de opiniones: una ecuacion directa al éxito.

A partir de la Ultima evidencia cientifica en el ambito de la neurociencia, no solo
sabemos organizar la informacion, las ideas, las imagenes y los recuerdos, sino que
sabemos que el lugary el contexto donde hemos aprendido algo es fundamental
para que seamos capaces de recordarlo y almacenarlo en el hipocampo, para
retenerlo en nuestra memoria a largo plazo.

De esta manera, y en lo que se denomina Neurocognitive context-dependent
e-learning, los diferentes elementos de nuestro programa estan conectados con el
contexto donde el participante desarrolla su practica profesional.
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Este programa ofrece los mejores materiales educativos, preparados a conciencia para los profesionales:

Material de estudio

>

Todos los contenidos didacticos son creados por los especialistas que van a impartir
el curso, especificamente para él, de manera que el desarrollo didactico sea realmente
especifico y concreto.

Estos contenidos son aplicados después al formato audiovisual, para crear el método
de trabajo online de TECH. Todo ello, con las técnicas mas novedosas que ofrecen
piezas de gran calidad en todos y cada uno los materiales que se ponen a disposicion
del alumno.

Clases magistrales

Existe evidencia cientifica sobre la utilidad de la observacién de terceros expertos.

El denominado Learning from an Expert afianza el conocimiento y el recuerdo, y
genera seguridad en las futuras decisiones dificiles.

Practicas de habilidades y competencias

Realizaran actividades de desarrollo de competencias y habilidades especificas en
cada drea tematica. Practicas y dinamicas para adquirir y desarrollar las destrezas 'y
habilidades que un especialista precisa desarrollar en el marco de la globalizacion que
vivimos.

Lecturas complementarias

Articulos recientes, documentos de consenso y guias internacionales, entre otros. En
\l/ la biblioteca virtual de TECH el estudiante tendra acceso a todo lo que necesita para
completar su capacitacion.
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Case studies

Completaran una seleccion de los mejores casos de estudio elegidos expresamente
para esta titulacion. Casos presentados, analizados y tutorizados por los mejores
especialistas del panorama internacional.

Restmenes interactivos

El equipo de TECH presenta los contenidos de manera atractiva y dindamica en
pildoras multimedia que incluyen audios, videos, imagenes, esquemas y mapas
conceptuales con el fin de afianzar el conocimiento.

Este exclusivo sistema educativo para la presentacion de contenidos multimedia
fue premiado por Microsoft como “Caso de éxito en Europa”.

Testing & Retesting

Se evallan y reevaluan periddicamente los conocimientos del alumno a lo largo del
programa, mediante actividades y ejercicios evaluativos y autoevaluativos para que,
de esta manera, el estudiante compruebe como va consiguiendo sus metas.
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Titulacion

El Master Titulo Propio en Deep Learning garantiza, ademas de la capacitacion mas
rigurosa y actualizada, el acceso a dos diplomas de Master Propio, uno expedido
por TECH Global University y otro expedido por la Universidad Latinoamericana

y del Caribe.
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Supera con éxito este programa y recibe tu
titulacion universitaria sin desplazamientos
ni farragosos tramites”
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El programa del Master Titulo Propio en Deep Learning es el mas completo del panorama académico
actual. A su egreso, el estudiante recibira un diploma universitario emitido por TECH Global University,
y otro por la Universidad Latinoamericana y del Caribe.

Estos titulos de formacién permanente y actualizacion profesional de TECH Global University y Universidad
Latinoamericana y del Caribe garantizan la adquisicion de competencias en el area de conocimiento,
otorgando un alto valor curricular al estudiante que supere las evaluaciones y acredite el programa tras
cursarlo en su totalidad.

Este doble reconocimiento, de dos destacadas instituciones universitarias, suponen una doble recompensa a
una formacién integral y de calidad, asegurando que el estudiante obtenga una certificacion reconocida tanto
a nivel nacional como internacional. Este mérito académico le posicionara como un profesional altamente
capacitado y preparado para enfrentar los retos y demandas en su area profesional.

Titulo: Master Titulo Propio en Deep Learning
Modalidad: online

Duracion: 12 meses

Acreditacién: 60 ECTS

S UNIVERSIDAD %
H H LATINOAMERICANA Y DEL CARIBE A
ULAC La Vida Integral
CERTIFICA A:
Identificaciéon: ___

Por haber superado con éxito y obtenido el titulo de:

MASTER TiTULO PROPIO EN DEEP LEARNING

En la ciudad de Caracas a los 04 dias del mes de diciembre de 2023

lgn imo Bell-Smythe

Rector de la ULAC CEOTe La Vida Integral

Veriique la validez y
autentiidad de este
Cerificado escaneando.
ol codigo OR

L]
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D/Dfia con dei i 6 ha d
con éxito y obtenido el titulo de:

Master Titulo Propio en Deep Learning

Se trata de un titulo propio de 1.500 horas de duracion equivalente a 60 ECTS, con fecha de inicio
y fecha de 6 .

TECH Global University es una universidad reconocida oficialmente por el Gobierno de Andorra
€131 de enero de 2024, que pertenece al Espacio Europeo de Educacion Superior (EEES)

En Andorra la Vella, a 28 de febrero de 2024
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Master Titulo Propio en Deep Learning

N Distribucién General del Plan de Estudios
Distribucién General del Plan de Estudios

Curso Materia ECTS  Carcter
Tipo de materia Creditos ECTS
— 10 Fundamentos Matemticos de Deep Learning 6 o8
Obligatoria (0B) 60
Optota (07) N 19 Principios de Deep Leamning 6 o8
précticas Extemas (PR) N 10 Las Redes Neuronales, base de Deep Learning 6 08
Trabajo Fin de Mster (TFM) N 1o Entrenamiento de Redes Neuronales Profundas 6 o8
B P 10 Personalizacion de Modelos y Entrenamientos 6 08
- con TensorFlow

19 Deep Computer Vision con Redes 6 08

Neuronales Convolucionales
10 Secuencias de procesamiento utilizando RNNYCNN 6 0B
10 Procesamiento del Lenguaje Natural NLP conRNN 6 0B
¥ Atencién
19 Autoencoders, GANs, y Modelos de Difusion 6 o8
10 Reinforcement Learning 6 o8
@é% g .
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*Apostilla de La Haya. En caso de que el alumno solicite que su titulo en papel recabe la Apostilla de La Haya, TECH Universidad ULAC realizard las gestiones oportunas para su obtencién, con un coste adicional.
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» Modalidad: online

» Duracion: 12 meses

» Titulacion: TECH Universidad ULAC
» Acreditacion: 60 ECTS

» Horario: a tu ritmo

» Examenes: online
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