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Apresentacao

Desde o reconhecimento de voz e a tradugao automatica dos videos do YouTube, até a
interpretagao de objetos e formas do Google Fotos, passando pelo método antifraude
utilizado pela Banca Privada, tudo esta sustentado no Deep Learning. O progresso
na automatizacao, na andlise e detegéo de imagens, e na previsdo para a tomada de
decisGes de forma rapida, fez com que o perfil do profissional engenheiro se tornasse
ainda mais relevante. Uma tarefa que contribui para o crescimento de outros setores,
pelo que € necessario contar com auténticos especialistas nesta area. Por essa razao,
nasce esta qualificagao 100% online, que leva o profissional a adquirir um conhecimento
avancado para desenvolver Inteligéncia Artificial e projetos de Aprendizagem Profunda.
Tudo isto, além disso, com um material didatico inovador e atualizado, elaborado por
auténticos especialistas com vasta experiéncia no setor.
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Eleve o seu nivel de conhecimento em
Deep Learning com este Mestrado de
1.800 horas letivas. Increva-se ja"
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Sem duvida, um dos setores de maior crescimento nos ultimos anos tem sido
o tecnoldgico, impulsionado pelos avancos que a engenharia trouxe com o
desenvolvimento do Aprendizado Profundo. Desta forma, proliferam os Chatbots, as
aplicagdes de reconhecimento facial, a detecéo precoce de doengas como o cancer,
com a identificagcdo de imagens médicas de maior qualidade.

Um sem-fim de possibilidades que requer um dominio profundo do Deep Learning
por parte dos profissionais de Engenharia. Neste sentido, a TECH impulsionou o
desenvolvimento deste Mestrado de 12 meses de duragéo, que oferece ao estudante o
conhecimento mais avancado e atual nesta area.

Trata-se de uma qualificagao que levara o profissional a aprofundar os fundamentos
matematicos, a construcdo de redes neuronais, a personalizacdo de modelos e
treinamentos com o TensorFlow, ou a explorar o Deep Computer Vision com Redes
Neuronais Convolucionais. Tudo isto, além disso, com material didatico baseado em
videos-resumo de cada tema, videos detalhados, leituras especializadas e casos de
estudo a que podera aceder, confortavelmente, 24 horas por dia, de qualquer dispositivo
eletrénico com conexao a internet.

Um plano de estudos que lhe permitira potenciar as suas habilidades para criar projetos
que se concentram na analise de dados, no processamento de linguagem natural ou
tém aplicacao direta em areas como a Robotica, as Finangas, o Gaming ou 0s carros
autonomos, entre outros.

Desta forma, a TECH abre um mundo de possibilidades gragas a uma especializagdo de
qualidade, elaborada por auténticos especialistas e que oferece uma maior liberdade na
autogestao dos estudos. E € que, sem presencialidade nem aulas com horarios rigidos,
0 aluno podera aceder ao plano de estudos a qualquer momento e conciliar as suas
atividades diarias com uma aprendizagem que se encontra na vanguarda académica.

Este Mestrado em Deep Learning conta com o conteldo educacional mais completo e
atualizado do mercado. As suas principais caracteristicas sao:

+ O desenvolvimento de estudos de casos apresentados por especialistas
em Data Engineer e Data Scientist

+ O conteudo grafico, esquematico e eminentemente pratico com o qual esta
concebido fornece informagdes técnicas e praticas sobre as disciplinas que
s80 essenciais para a pratica profissional

+ Os exercicios praticos onde o processo de autoavaliagdo pode ser efetuado
a fim de melhorar a aprendizagem

+ 0 seu foco especial em metodologias inovadoras

+ As aulas tedricas, perguntas ao especialista, foruns de discusséo sobre
questdes controversas e atividades de reflexao individual

+ Adisponibilidade de acesso aos conteldos a partir de qualquer dispositivo
fixo ou portatil com conexao a Internet

Esta face uma qualificacao universitaria que
dar-lhe-a o impulso necessario para fazer
parte das grandes empresas tecnologicas
do momento. Inscreva-se ja”



Com esta especializacdo, ndo precisa
de preocupar-se com a frequéncia das
aulas, ndo tem de estar presente nas
aulas e nao tem um horario fixo. Aceda
a agenda, quando e onde quiser”

O curso inclui no seu corpo docente, profissionais do setor que trazem a experiéncia do
seu trabalho para esta formagéao, bem como especialistas reconhecidos das principais
sociedades e universidades de prestigio.

O seu conteudo multimédia, desenvolvido com a mais recente tecnologia educativa,
permitira ao profissional uma aprendizagem situada e contextual, ou seja, um ambiente
simulado que proporcionara uma formagao imersiva programada para treinar-se em
situacgoes reais.

O design deste curso foca-se na Aprendizagem Baseada em Problemas, através da qual
o profissional devera tentar resolver as diferentes situacdes da atividade profissional
gue surgem ao longo do curso. Para tal, contara com a ajuda de um sistema inovador
de video interativo desenvolvido por especialistas reconhecidos.
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Domine 0s GANS e os Modelos de
Difusdo e melhore 0s seus projetos
para gerar imagens novas, realistas
e de alta qualidade.

Um curso que permitir-lhe-a aprofundar o
Backward Pass e a forma como se aplicam
as derivadas de func¢des vetoriais para
aprender automaticamente.
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Objetivos

A TECH disponibiliza a todos os seus alunos numerosos materiais pedagogicos
inovadores para que, em somente 12 meses, possam obter os conhecimentos
necessarios em Deep Learning que lhes permitirdo crescer num dos setores mais
vanguardistas da atualidade. Assim, no final desta qualificagao, o profissional tera
desenvolvido as competéncias e capacidades necessarias para participar em projetos
de Inteligéncia Artificial e Aprendizagem Profunda destinados a melhorar diferentes
setores socioeconomicos.
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Obtera o conhecimento de que necessita
para criar ambientes OpenAl e progredir
na sua carreira”
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Objetivos gerais

* Fundamentar os conceitos chave das funcdes matematicas e das suas derivadas

* Aplicar estes principios aos algoritmos de aprendizagem profunda para
aprender automaticamente

* Examinar os conceitos chave do Aprendizagem Supervisionada e como se aplicam
aos modelos de redes neuronais

* Analisar o treino, a avaliacdo e a analise dos modelos de redes neuronais

* Fundamentar os conceitos chave e as principais aplicagdes da aprendizagem profunda
* Implementar e otimizar redes neuronais com o Keras

* Desenvolver conhecimento especializado sobre o treino de redes neuronais profundas

* Analisar os mecanismos de otimizagao e regularizagao necessarios para o
treino de redes profundas
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Objetivos especificos

Mddulo 1. Fundamentos Matematicos de Deep Learning
* Desenvolver a regra da cadeia para calcular derivadas de fun¢des aninhadas

* Analisar como se criam novas fungdes a partir de fungdes existentes e como se
calculam as derivadas das mesmas

* Examinar o conceito do Backward Pass e como se aplicam as derivadas das funcdes
vetoriais para aprender automaticamente

* Aprender sobre como usar o TensorFlow para construir modelos personalizados
* Compreender como carregar e processar dados utilizando ferramentas do TensorFlow

* Fundamentar os conceitos chave do processamento de linguagem natural NLP com
RNN e mecanismos de atengao

* Explorar a funcionalidade das bibliotecas de transformers da Hugging Face e outras
ferramentas de processamento de linguagem natural para aplicar a problemas de visdo

* Aprender a construir e treinar modelos de autoencoders, GANs e modelos de difusdo
* Compreender como os autoencoders podem ser utilizados para codificar dados
de forma eficiente

Méddulo 2. Principios de Deep Learning
* Analisar o funcionamento da regresséo linear e como pode ser aplicada aos modelos
de redes neuronais
* Fundamentar a otimizacao dos hiperparametros para melhorar o desempenho dos
modelos de redes neuronais

* Determinar como se pode avaliar o desempenho dos modelos de redes neuronais
através do uso do conjunto de treino e do conjunto de teste
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Mdédulo 3. As redes Neuronais, a base do Deep Learning
* Analisar a arquitetura das redes neuronais e os seus principios de funcionamento

* Determinar como podem ser aplicadas as redes neuronais a uma variedade de problemas
* Estabelecer como otimizar o desempenho dos modelos de aprendizagem profunda
através do ajuste dos hiperparametros
Médulo 4. Treino de Redes Neuronais profundas
* Analisar os problemas de gradiente e como se podem evitar
* Determinar como reutilizar camadas pré-treinadas para treinar redes neuronais profundas

* Estabelecer como programar a taxa de aprendizagem para obter os melhores resultados

Mddulo 5. Personalizagao de Modelos e Treino com TensorFlow
* Determinar como usar a API do TensorFlow para definir fungdes e graficos personalizados
* Fundamentar o uso da API tf.data para carregar e pré-processar os dados de forma eficiente

* Discutir o projeto TensorFlow Datasets e como se pode usar para facilitar 0 acesso a
conjuntos de dados pré-processados

Moédulo 6. Deep Computer Vision com Redes Neuronais Convolucionais

* Explorar e entender como funcionam as camadas convolucionais e de agrupamento
para a arquitetura do Cortex Visual

* Desenvolver arquiteturas CNN com Keras

* Usar modelos pré-treinados de Keras para classificagdo, localizagao, detegéo e
acompanhamento de objetos, assim como para segmentagao semantica
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Mddulo 7. Sequéncias de processamento utilizando RNN e CNN
* Analisar a arquitetura das neurdnios e camadas recorrentes
* Examinar os diversos algoritmos de treino para o treinamento de modelos RNN

* Avaliar o desempenho dos modelos RNN utilizando métricas de exatidéo e sensibilidade

Mddulo 8. Processamento da Linguagem Natural PLN com RNN e Atencao
* Gerar texto utilizando redes neuronais recorrentes
* Treinar uma rede codificador-decodificador para realizar tradugéo automatica neuronal

* Desenvolver uma aplicacao pratica de processamento de linguagem natural com
RNN e atengao

Modulo 9. Autoencoders, GANs e Modelos de Difusao
* Implementar técnicas de PCA com um codificador automatico linear incompleto

* Utilizar autoencoders convolucionais e variacionais para melhorar os resultados
dos autoencoders

* Analisar como as GANs e os modelos de difusdo podem gerar imagens novas e realistas

Mddulo 10. Reinforcement Learning
* Utilizar gradientes para otimizar a politica de um agente

* Avaliar o uso de redes neuronais para melhorar a preciséo de um agente
ao tomar decisoes

* Implementar diferentes algoritmos de reforgo para melhorar o desempenho
de um agente
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Competencias

Esta qualificagdo avancada permite ao estudante investigar, desenvolver e projetar
sistemas de Inteligéncia Artificial que automatizem modelos preditivos. Séo capacidades
e habilidades técnicas que conseguira potenciar ao longo deste percurso académico,
gragas nao so ao enfoque tedrico deste ensino, mas também a perspetiva pratica que
obtera através dos cenadrios de simulagdes. Uma oportunidade Unica de progresséo que
so6 oferece a TECH, a maior universidade digital do mundo”
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Aperfeicoe as suas capacidades para
gerar chatbots que compreendam e
respondam de forma mais adequada
as perguntas dos utilizadores”
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Competéncias gerais

+ Implementar arquitetura do Cortex Visual

+ Utilizar modelos pré-treinados de Keras para o aprendizado por transferéncia
e outras tarefas de visdo computacional

+ Dominar a Rede Neuronal Recorrente (RNN)
+ Treinar e avaliar um modelo RNN para a previsao de séries temporais
+ Melhorar a capacidade de um agente para tomar decisdes 6timas em um ambiente

+ Aumentar a eficiéncia de um agente ao aprender com recompensas

Obtenha uma visao pratica e real
da aplicacdo do processamento

da linguagem natural com RNN e
atencdo gracas a esta qualificacdo”
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Competéncias especificas

+ Resolver problemas com dados, o que implica melhorar processos
existentes e desenvolver novos processos atraves do uso de
ferramentas tecnoldgicas adequadas

+ Implementar projetos e tarefas baseadas em dados
+ Utilizar métricas como a precisao, a exatidao e o erro de classificagao
+ Otimizar os parametros de uma rede neuronal

+ Construir modelos personalizados utilizando a APl do TensorFlow

+ Implementar com Keras tarefas como a classificagéo, a localizagao, a detegcao
e 0 acompanhamento de objetos, assim como a segmentacdo semantica

+ Gerar imagens novas e realistas

|

+ Implementar Deep Q-Learning e variantes do Deep Q-Learning
+ Utilizar técnicas de otimizagao para o treino

+ Treinar com sucesso redes neuronais profundas
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Direcao do curso

Esta instituicdo académica dedicou todos os seus esforgos a reunir uma excelente
equipa de especialistas em Deep Learning e na sua aplicacao em diversos setores. Desta
forma, o profissional de engenharia tera a garantia de aceder a um plano de estudos de
qualidade e de grande valor para a sua progressao num setor em crescimento. Além
disso, gracas a proximidade dos docentes, o estudante podera esclarecer qualquer
duvida que tenha sobre o contetdo deste ensino ao longo do seu percurso académico.
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Especialistas com vasto dominio de
TensorFlow, arquitetura em streaming,
Machine Learning ou Big Data integram
esta excelente qualificacdo universitaria”
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Direcao

Sr. Gil Contreras, Armando

« Lead Big Data Scientist-Big Data em Jhonson Controls
« Data Scientist-Big Data em Opensistemas
Auditor de Fundos em Criatividade e Tecnologia e na PricewaterhouseCoopers
Docente na EAE Business School
Licenciatura em Economia pelo Instituto Tecnolégico de Santo Domingo INTEC
Mestrado em Data Science no Centro Universitario de Tecnologia e Arte
Mestrado MBA em Relag6es e Negacios Internacionais no Centro de Estudos Financeiros CEF

Pos-graduagdo em Finangas Corporativas no Instituto Tecnoldgico de Santo Domingo

Professores
Sr. Villar Valor, Javier Sr. Matos Rodriguez, Dionis
+ Diretor e socio fundador Impulsa2 + Data Engineer em Wide Agency Sodexo
+ Chefe de Operagbes da Summa Insurance Brokers + Data Consultant em Tokiota Site
+ Responsavel por identificar oportunidades de melhoria na Liberty Seguros + Data Engineer em Devoteam Testa Home
+ Diretor de Transformagao e Exceléncia Profissional na Johnson Controls Iberia + Business Intelligence Developer em Ibermatica Daimler
+ Responsavel pela organizacdo da empresa Groupama Seguros + Mestrado em Big Data and Analytics / Project Management (Minor)
+ Responsavel pela metodologia Lean Six Sigma na Honeywell na EAE Business School

+ Diretor de qualidade e compras na SP & PO

+ Docente na Escola Europeia de Negdécios
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Sra. Delgado Feliz, Benedit
+ Assistente e Operadora de Vigilancia Eletronica na Diregao Nacional
de Controle de Drogas

+ Comunicacao Social pela Universidade Catolica de Santo Domingo

+ Locugao pela Escola de Locucao Profissional Otto Rivera

Sra. Gil de Le6n, Maria
+ Codiretora de Marketing e secretdria na RAIZ Magazine

+ Editora de Cdpia na Gauge Magazine
+ Leitora da Stork Magazine pelo Emerson College

+ Licenciatura em Escrita, Literatura e Publicagao concedida pelo Emerson College
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Estrutura e conteudo

Gragas ao método Relearning, baseado na repeticao continua de conceitos-chave
ao longo deste itinerario académico, o engenheiro conseguira uma aprendizagem
avancada e eficaz, sem necessidade de investir grandes quantidades de horas de
estudo. Desta forma, podera aprofundar um curriculo abrangente sobre a codificacdo
de modelos de aprendizagem profunda, técnicas avangadas de otimizagao, treino de
redes neuronais profundas, visualizagao de resultados e avaliagao de modelos de
aprendizagem profunda.
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Aceda, a partir do seu dispositivo digital
com liga¢do a Internet, ao conteudo
programatico mais avangado e atualizado
de Deep Learning no panorama académico”
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Médulo 1. Fundamentos Matematicos de Deep Learning

1.1, Funcgdes e Derivadas
1.1.1.  Fungoes lineares
1.1.2.  Derivadas parciais
1.1.3.  Derivadas de ordem superior
1.2, Fungbes aninhadas
1.21.  Fungdes compostas
1.2.2.  Fungbes inversas
1.2.3.  Fungdes recursivas
1.3.  Aregrada cadeia
1.3.1.  Derivadas de fun¢des aninhadas
1.3.2.  Derivadas de fungdes compostas
1.3.3.  Derivadas de fungdes inversas
1.4, Fungbes com multiplas entradas
1.4.1.  Fungdes de varias varidveis
1.4.2.  Fungdes vetoriais
1.4.3.  Fungdes matriciais
1.5.  Derivadas de funcdes com entradas multiplas
1.5.1.  Derivadas parciais
1.5.2.  Derivadas direcionais
1.5.3.  Derivadas mistas
1.6.  Fungdes com multiplas entradas vetoriais
1.6.1.  Funcdes vetoriais lineares
1.6.2.  Fung0es vetoriais nao lineares
1.6.3.  Fungoes vetoriais de matriz
1.7.  Criagao de novas fungdes a partir de funcoes existentes
1.7.1.  Soma de fungbes
1.7.2.  Produto de fungdes
1.7.3.  Composigao de fungdes
1.8.  Derivadas de fungdes com multiplas entradas vetoriais
1.8.1.  Derivadas de fungdes lineares
1.8.2.  Derivadas de fungdes nao lineares
1.8.3.  Derivadas de fungdes compostas

19.

1.10.

Fungdes vetoriais e suas derivadas: Um passo além
1.9.1.  Derivadas direcionais

1.9.2.  Derivadas mistas

1.9.3.  Derivadas matriciais

O Backward Pass

1.10.1. Propagagdo de erros

1.10.2. Aplicagao de regras de atualizagao

1.10.3. Otimizagao de parametros

Médulo 2. Principios de Deep Learning

2.1.

2.2.

2.3.

2.4.

2.5.

2.6.

O Aprendizado Supervisado

2.1.1.  Maquinas de aprendizado supervisado
2.1.2.  Usos do aprendizado supervisado
2.1.3.  Diferencgas entre aprendizado supervisado e ndo supervisado
Modelos de aprendizado supervisado

2.2.1.  Modelos lineares

2.2.2. Modelos de arvores de decisao

2.2.3.  Modelos de redes neuronais
Regressao linear

2.3.1.  Regressao linear simples

2.3.2.  Regressao linear multipla

2.3.3.  Andlise de regressao

Treino do modelo

2.47. Batch Learning

2.4.2.  Online Learning

2.43.  Métodos de Otimizagéo

Avaliagdo do modelo: Conjunto de treino versus conjunto de teste
2.51.  Meétricas de avaliagao

2.52.  Validagao cruzada

2.5.3. Comparagdo de conjuntos de dados
Avaliagdo do modelo: O codigo

2.6.1. Geragao de previstes

2.6.2.  Andlise de erros

2.6.3. Meétricas de avaliagao



2.7.

2.8.

2.9.

2.10.

Mddulo 3. As redes neuronais, a base da Deep Learning

3.1.

3.2.

3.3.

3.4.

Andlise das variaveis

2.7.1. ldentificagao de variaveis relevantes
2.7.2.  Andlise de correlagao

2.7.3.  Andlise de regressao
Explicabilidade dos modelos de redes neuronais
2.8.1.  Modelos interpretdveis

2.82.  Métodos de visualizagéo

2.8.3.  Métodos de avaliagéo

Otimizagao

29.1. Métodos de otimizagao

2.9.2.  Técnicas de regularizagao

2.9.3. Autilizagdo de graficos
Hiperparametros

2.10.1. Selegao de hiperparametros

2.10.2. Pesquisa de parametros

2.10.3. Ajuste de hiperparametros

Aprendizagem Profunda

3.1.1.  Tipos de aprendizagem profunda
3.1.2.  Aplicagbes da aprendizagem profunda
3.1.3.  Vantagens e desvantagens da aprendizagem profunda
Operagdes

3.21.  Adicéo

3.2.2.  Produto

3.2.3. Transferéncia

Camadas

3.3.1.  Camada de entrada

3.32.  Camada oculta

3.3.3.  Camada de saida

Ligagédo de Camadas e Operagbes

3.4.1.  Design de arquiteturas

3.4.2.  Conex&o entre camadas

3.4.3.  Propagagao para a frente

3.5.

3.6.

3.7.

3.8.

3.9.

3.10.

Estrutura e conteddo | 25 tecn

Construgao da primeira rede neuronal

3.5.1.  Design da rede

3.5.2. Estabelecer os pesos

3.5.3.  Treinodarede

Treinador e Otimizador

3.6.1.  Selegdo do otimizador

3.6.2. Estabelecimento de uma funcéo de perda
3.6.3. Estabelecimento de uma métrica
Aplicagéo dos Principios das Redes Neuronais
3.7.1.  Fungoes de ativacéo

3.7.2.  Propagagao para tras

3.7.3.  Ajuste dos parametros

Dos neurdnios bioldgicos aos neurdnios artificiais
3.8.1.  Funcionamento de um neurdnio biolégico
3.8.2. Transferéncia de conhecimentos para os neurénios artificiais
3.8.3.  Estabelecer de relagdes entre os dois
Implementagdo do MLP (Perceptron Multicamadas) com o Keras
3.9.1. Definigédo da estrutura da rede

39.2.  Compilagdo do modelo

3.9.3.  Treino do modelo

Hiperparametros de Fine tuning de Redes Neuronais
3.10.1. Selegdo da fungéo de ativagéo

3.10.2. Estabelecer o learning rate

3.10.3. Ajuste dos pesos

Madulo 4. Treino de redes neuronais profundas

4.1.

4.2.

Problemas de Gradientes

4.1.1.  Técnicas de otimizacdo de gradiente
4.1.2.  Gradientes Estocasticos

4.1.3.  Técnicas de inicializagdo de pesos
Reutilizac@o de camadas pré-treinadas

4.21. Treino de transferéncia de aprendizagem
4.2.2.  Extragéo de carateristicas

4.2.3.  Aprendizagem profunda
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4.3.  Otimizadores
4.3.1.  Otimizadores estocasticos de gradiente descendente
4.3.2. Otimizadores Adam e RMSprop
4.3.3. Otimizadores de momento
4.4, Programagao da taxa de aprendizagem
4.4.1.  Controlo de taxa sobre aprendizagem automatica
4.472.  Ciclos de aprendizagem
4.43.  Termos de suavizagao
4.5 Sobreajuste
4.571. Validagao cruzada
4.52. Regularizagao
4.53. Meétricas de avaliacéo
4.6.  Orientagdes praticas
4.6.1. Design do modelo
4.6.2. Selegdo de métricas e parametros de avaliacédo
4.6.3. Teste de hipoteses
4.7.  Transfer learning
4.7.1.  Treino de transferéncia de aprendizagem
4772. Extragado de carateristicas
4.7.3.  Aprendizagem profunda
4.8.  Data Augmentation
4.8.1. Transformagdes de imagem
4.82. Geracao de dados sintéticos
4.83. Transformagao de texto
49. Aplicagéo Pratica de Transfer Learning
49.1. Treino de transferéncia de aprendizagem
492 Extragdo de carateristicas
493. Aprendizagem profunda
4.10. Regularizagéo
41707, Llel2
4.10.2. Regularizagdo por entropia maxima
4.10.3. Dropout




Mddulo 5. Personalizagao de modelos e treino com TensorFlow

5.1

5.2.

5.3.

5.4.

5.5.

5.6.

5.7.

5.8.

TensorFlow

5.1.1. Uso da biblioteca TensorFlow

51.2.  Treino de modelos com o TensorFlow

51.3.  Operagdes de grafico no TensorFlow

TensorFlow e NumPy

5.2.1.  Ambiente computacional NumPy para TensorFlow

5.2.2. Utilizagao das arrays NumPy com TensorFlow

5.2.3. Operagdes NumPy para o TensorFlow graficos do TensorFlow
Personalizagdo de modelos e algoritmos de treino

5.3.1.  Construir modelos personalizados com o TensorFlow

53.2. Gestédo dos parametros de treino

5.3.3. Utilizagado de técnicas de otimizagao para o treino

Fungoes e graficos do TensorFlow

54.1. Fungdes com o TensorFlow

54.2.  Utilizagdo de graficos para treino de modelos

54.3. Otimizagdo de graficos com operagbes do TensorFlow
Carregamento e préprocessamento de dados com TensorFlow

5.5.1. Carga de conjuntos de dados com o TensorFlow

552. Préprocessamento de dados com o TensorFlow

5.5.3.  Utilizar de ferramentas do TensorFlow para a manipulagdo de dados
A API tf data

5.6.1.  Utilizagao da API tf.data para o processamento de dados
5.6.2.  Construgao de fluxo de dados com tf.data

5.6.3. Utilizagao da API tf.data para o treino de modelos

0O formato TFRecord

5.7.1. Utilizagdo da APl TFRecord para a serializagao de dados
5.7.2.  Carregar arquivos TFRecord com TensorFlow

5.7.3.  Utilizagdo de arquivos TFRecord para o treino de modelos
Camadas de pré-processamento do Keras

5.8.1.  Utilizagao da API de pré-processamento do Keras

5.8.2.  Construcéo de pipelined de pré-processamento com o Keras
5.8.3. Utilizagdo da API de pré-processamento do Keras para o treino de modelos

59.

5.10.
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O projeto TensorFlow Datasets

5.9.1.  Usando conjuntos de dados do TensorFlow para carregamento de dados
59.2. Pré-processamento de dados com conjuntos de dados TensorFlow

5.9.3. Utilizagdo de TensorFlow Datasets para o treino de modelos

Construgéo de uma Aplicagédo de Deep Learning com TensorFlow. Aplicagao Pratica
5.10.1. Construgdo de uma aplicagéo de Deep Learning com TensorFlow

5.10.2. Treinar um modelo com TensorFlow

5.10.3. Utilizar a aplicagao para previséo de resultados

Modulo 6. Deep Computer Vision com Redes Neuronais Convolucionais

6.1.

6.2.

6.3.

6.4.

6.5.

6.6.

A Arquitetura Visual Cortex

6.1.1.  Fung0es do cortex visual

6.1.2.  Teoria da visdo computacional

6.1.3.  Modelos de processamento de imagens
Camadas convolucionais

6.2.1.  Reutilizagdo de pesos na convolugao
6.2.2.  Convolugéo 2D

6.2.3.  Fung0es de ativagao

Camadas de agrupamento e implementagao de camadas de agrupamento
6.3.1.  Pooling e Striding

6.3.2.  Flattening

6.3.3.  Tipos de Pooling

Arquitetura CNN

6.4.1. Arquitetura VGG

6.4.2. Arquitetura AlexNet

6.4.3. Arquitetura ResNet

Implementagao de uma CNN ResNet -34 utilizando Keras
6.5.1. Inicializagdo de pesos

6.5.2.  Definicdo da camada de entrada

6.5.3.  Definicdo da saida

Utilizagdo de modelos pré-treinados do Keras
6.6.1. Carateristicas dos modelos pré-treinados
6.6.2.  Usos dos modelos pré-treinados

6.6.3.  Vantagens dos modelos pré-treinados
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6.7.

6.8.

6.9.

6.10.

Modelos pré-treinados para a aprendizagem por transferéncia
6.7.1. A Aprendizagem por transferéncia

6.7.2.  Processo de aprendizagem por transferéncia

6.7.3.  Vantagens do aprendizagem por transferéncia
Classificagdo e Localizagdo em Deep Computer Vision

6.8.1.  Classificagéo de imagens

6.8.2. Localizagao de objetos em imagens

6.8.3. Detengao de objetos

Detegdo e seguimento de objetos

6.9.1. Métodos de detecéo de objetos

6.9.2.  Algoritmos de seguimento de objetos

6.9.3.  Técnicas de seguimento e localizagao

Segmentagao semantica

6.10.1. Aprendizagem profunda para a segmentagao semantica
6.10.2. Detegdo de bordas

6.10.3. Métodos de segmentacgdo baseado sem regras

Médulo 7. Sequéncias de Processamento utilizando RNN (Redes

Neuronais Recurrentes) e CNN (Redes Neuronais Convolucionais)
7.1.

7.2.

7.3.

Neur6nios e camadas recorrentes

7.1.1.  Tipos de neurénios recorrentes

7.1.2.  Arquitetura de uma camada recorrente
7.1.3.  Aplicagbes das camadas recorrentes
Treinamento de Redes Neuronais Recorrentes (RNN)
7.2.1. Backpropagation através do tempo (BPTT)
7.2.2.  Gradiente descendente estocastico

7.2.3.  Regularizagao no treinamento de RNN
Avaliagao de modelos RNN

7.3.1.  Meétricas de avaliagao

7.3.2.  Validagao cruzada

7.3.3.  Ajuste de hiperparametros

7.4.

7.5.

7.6.

7.7.

7.8.

7.9.

7.10.

RNN pré-treinadas

7.4.1.  Redes pré-treinadas

7.4.2.  Transferéncia de aprendizado

7.4.3.  Ajustefino

Previsao de uma série temporal

7.5.1.  Modelos estatisticos para previsées
7.52.  Modelos de séries temporais

7.5.3.  Modelos baseados em redes neuronais
Interpretacéo dos resultados da andlise de séries temporais

7.6.1.  Analises de componentes principais
7.6.2.  Analise de clusters

7.6.3.  Andlise de correlagdes
Gerenciamento de sequéncias longas

7.7.1.  Long Short-Term Memory (LSTM)
7.7.2.  Gated Recurrent Units (GRU)

7.7.3.  Convolucionais 1D

Aprendizado de sequéncia parcial

7.8.1.  Métodos de aprendizado profundo
7.8.2.  Modelos generativos

7.8.3.  Aprendizado por reforgo

Aplicagao Pratica de RNN e CNN

7.9.1.  Processamento de linguagem natural
7.9.2.  Reconhecimento de padrdes

7.9.3.  Visao computacional

Diferengas nos resultados classicos

7.10.1. Métodos classicos vs RNN

7.10.2. Métodos classicos vs CNN

7.10.3. Diferenga no tempo de treinamento



Médulo 8. Processamento de linguagem natural (PLN) com Redes

Neurais Recorrentes (RNN) e Atencdo

8.1.  Geragao de texto utilizando RNN
8.1.1.  Treino de uma RNN para geragdo de texto
8.1.2.  Geragao de linguagem natural com RNN
8.1.3.  Aplicagdes de geragdo de texto com RNN
8.2.  Criagdo de conjuntos de dados de treino
8.2.1.  Preparagao dos dados para o treino de uma RNN
8.2.2.  Armazenamento do conjunto de dados de treino
8.2.3.  Limpeza e transformagéo dos dados
8.3.  Andlise de Sentimento
8.3.1.  Classificagao da opinides com RNN
8.3.2. Detecdo de temas nos comentarios
8.3.3.  Andlise de sentimento com algoritmos de aprendizagem profunda
8.4.  Rede codificadora-descodificadora para a tradugao automatica neural
8.4.1.  Treino de uma RNN para a tradugao automatica
8.4.2.  Utilizagé@o de uma rede encoder-decoder para a tradugao automatica
8.4.3.  Melhoria da precisao da tradugéo automatica com RNNs
8.5, Mecanismos de atencéo
8.5.1.  Implementagao de mecanismos de atengdo em RNN
8.5.2.  Utilizagao de mecanismos de atengao para melhorar a precisdo dos modelos
8.5.3.  Vantagens dos mecanismos de aten¢do nas redes neuronais
8.6.  Modelos Transformers
8.6.1.  Uso de modelos Transformers no processamento de linguagem natural
8.6.2.  Aplicagdo de modelos Transformers na visao
8.6.3.  Vantagens dos modelos Transformers
8.7.  Transformers para a visdo
8.7.1.  Utilizagédo de modelos Transformers para a viséo
8.7.2.  Pré-processamento de dados de imagem
8.7.3.  Treino de um modelo Transformer para a viséo

8.8.

8.9.

8.10.
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Biblioteca de Transformers de Hugging Face

8.8.1.  Utilizagdo da biblioteca Transformers de Hugging Face

8.8.2.  Aplicagdo da biblioteca de Transformers de Hugging Face

8.8.3.  Vantagens da biblioteca Transformers de Hugging Face

Outras Bibliotecas de Transformers. Comparagado

8.9.1. Comparagdo entre as diferentes bibliotecas de Transformers

8.9.2.  Uso das outras bibliotecas de Transformers

8.9.3.  Vantagens das outras bibliotecas de Transformers

Desenvolvimento de uma aplicagao de PLN com RNN e Atengdo. Aplicagéo Pratica

8.10.1. Desenvolvimento de uma aplicagao de processamento de linguagem
natural com RNN e atengao

8.10.2. Utilizagdo de RNN, mecanismos de aten¢éo e modelos Transformers na
aplicagao
8.10.3. Avaliagao da aplicagao pratica

Maédulo 9. Autoencoders, GANs, e Modelos de Divulgagéo

9.1.

9.2.

9.3.

9.4.

Representagao de dados eficientes

9.1.1.  Redugéo da dimensionalidade

9.1.2.  Aprendizagem profunda

9.1.3.  Representa¢des compatas

Realizagao da PCA com um codificador automatico linear incompleto
9.2.1.  Processo de treino

9.2.2.  Implementagao em Python

9.2.3.  Utilizagao de dados de teste
Codificadores automaticos empilhados

9.3.1.  Redes neuronais profundas

9.3.2.  Construgdo de arquiteturas de codificagdo
9.3.3.  Utilizagdo da regularizagao
Autoencodificadores convolucionais

9.4.1.  Design do modelo convolucionais

9.4.2.  Treino do modelo convolucionais

9.4.3.  Avaliagéo dos resultados
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9.5, Reducéo do ruido dos codificadores automaticos
9.5.1.  Aplicagao de filtros
9.5.2.  Design de modelos de codificagéo
9.5.3. Utilizagao de técnicas de regularizagéo
9.6. Codificadores automaticos dispersos
9.6.1.  Aumento da eficiéncia da codificagao
9.6.2.  Minimizar o niumero de parametros
9.6.3. Utilizagao de técnicas de regularizagéo
9.7.  Codificadores automaéticos variacionais
9.7.1.  Utilizagao da otimizacéo variacional
9.7.2.  Aprendizagem profunda nao supervisionada
9.7.3. Representacdes latentes profundas
9.8. Geragdo de imagens MNIST de moda
9.8.1.  Reconhecimento de padroes
9.82. Geragdo de imagens
9.8.3.  Treino de redes neuronais profundas
9.9. Redes generativas antagdnicas e modelos de difusdo
9.9.1. Geragao de conteldos a partir de imagens
9.9.2.  Modelagao de distribui¢des de dados
9.9.3. Utilizacdo de redes contraditérias
9.10. Implementacdo dos Modelos. Aplicagéo Pratica
9.10.1. Implementagao dos modelos
9.10.2. Utilizacdo de dados reais
9.10.3. Avaliagéo dos resultados

Médulo 10. Reinforcement Learning

10.1. Otimizagao das recompensas e a busca de politicas

10.1.1. Algoritmos de otimizagao de recompensas

10.1.2. Processos de busca de politicas

10.1.3. Aprendizado por reforgo para otimizar as recompensas
10.2. OpenAl

10.2.1. Ambiente OpenAl Gym

10.2.2. Criagdo de ambientes OpenAl

10.2.3. Algoritmos de aprendizado por reforgo no OpenAl




10.3.

10.4.

10.5.

10.6.

10.7.

10.8.

10.9.

10.10.
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Politicas de redes neuronais

10.3.1. Redes neuronais convolucionais para a busca de politicas
10.3.2. Politicas de aprendizado profundo

10.3.3. Ampliagdo de politicas de redes neuronais

Avaliagao de agbes: o problema da atribuigao de créditos

10.4.1. Andlise de risco para a atribui¢ao de créditos

10.4.2. Estimativa de rentabilidade de empréstimos

10.4.3. Modelos de avaliagao de créditos baseados em redes neuronais
Gradientes de Politica

10.5.1. Aprendizado por reforgo com gradientes de politica

10.5.2. Otimizagao de gradientes de politica

10.5.3. Algoritmos de gradientes de politica

Processos de decisdo de Markov

10.6.1. Otimizagao de processos de decisao de Markov

10.6.2. Aprendizado por reforgo para processos de decisdo de Markov
10.6.3. Modelos de processos de decisdo de Markov

Aprendizado de diferengas temporais e Q-Learning

10.7.1. Aplicacéo de diferencas temporais no aprendizado

10.7.2. Aplicagdo de Q-Learning no aprendizado

10.7.3. Otimizagao de parametros de Q-Learning

Implementagéo de Deep Q-Learning e variantes de Deep Q-Learning
10.8.1. Construgéo de redes neuronais profundas para Deep Q-Learning
10.8.2. Implementacgao de Deep Q-Learning

10.8.3. VariagGes de Deep Q-Learning

Algoritmos de Reinforment Learning

10.9.1. Algoritmos de aprendizado por reforco

10.9.2. Algoritmos de aprendizado por recompensa

10.9.3. Algoritmos de aprendizado por castigo

Desenho de um ambiente de aprendizado por Reforco. Aplicagédo Prética
10.10.7. Desenho de um ambiente de aprendizado por reforgo

10.10.2. Implementag&o de um algoritmo de aprendizado por reforgo
10.10.3. Avaliagdo de um algoritmo de aprendizado por reforgo
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Metodologia de estudo

ATECH é a primeira universidade do mundo a unir a metodologia dos case studies com o
Relearning, um sistema de aprendizado 100% online baseado na repetigao guiada.

Essa estratégia de ensino inovadora foi projetada para oferecer aos profissionais a
oportunidade de atualizar conhecimentos e desenvolver habilidades de forma intensiva
e rigorosa. Um modelo de aprendizagem que coloca o aluno no centro do processo
académico e lhe da o papel principal, adaptando-se as suas necessidades e deixando de
lado as metodologias mais convencionais.
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@ @ A TECH prepara vocé para enfrentar
novos desafios em ambientes incertos

e alcancar o sucesso em sua carreira”
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O aluno: a prioridade de todos os programas da TECH

Na metodologia de estudo da TECH, o aluno é o protagonista absoluto. As ferramentas
pedagogicas de cada programa foram selecionadas levando-se em conta as demandas
de tempo, disponibilidade e rigor académico que, atualmente, os alunos, bem como os
empregos mais competitivos do mercado, exigem.

Com o modelo educacional assincrono da TECH, € o aluno quem escolhe quanto tempo
passa estudando, como decide estabelecer suas rotinas e tudo isso no conforto do
dispositivo eletronico de sua escolha. O aluno ndo precisa assistir as aulas presenciais, que
Mmuitas vezes ndo podera comparecer. As atividades de aprendizado seréo realizadas de
acordo com sua conveniéncia. O aluno sempre podera decidir quando e de onde estudar.

Na TECH, o aluno NAO terd aulas ao vivo
(das quais podera nunca participar)”
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Os programas de ensino mais abrangentes do mundo

A TECH se caracteriza por oferecer os programas académicos mais completos no ambiente
universitario. Essa abrangéncia é obtida por meio da criacdo de programas de estudo
que cobrem ndo apenas o conhecimento essencial, mas também as ultimas inovacdes
em cada drea.

Por serem constantemente atualizados, esses programas permitem que os alunos
acompanhem as mudangas do mercado e adquiram as habilidades mais valorizadas pelos
empregadores. Dessa forma, os alunos da TECH recebem uma preparacao abrangente que
lhes d& uma vantagem competitiva significativa para avangar em suas carreiras.

Além disso, eles podem fazer isso de qualquer dispositivo, PC, tablet ou smartphone.

O modelo da TECH € assincrono, portanto,
vocé podera estudar com seu PC, tablet ou
smartphone onde quiser, quando quiser e
pelo tempo que quiser”
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Case studies ou Método de caso

0 método de casos tem sido o sistema de aprendizado mais amplamente utilizado pelas
melhores escolas de negdcios do mundo. Desenvolvido em 1912 para que os estudantes de
direito ndo aprendessem a lei apenas com base no contetdo tedrico, sua fungao também
era apresentar a eles situagdes complexas da vida real. Assim, eles poderiam tomar decisoes
informadas e fazer julgamentos de valor sobre como resolvé-los. Em 1924 foi estabelecido
como o0 método de ensino padrao em Harvard.

Com esse modelo de ensino, € o proprio aluno que desenvolve sua competéncia profissional
por meio de estratégias como o Learning by doing ou o Design Thinking, usados por outras
instituicdes renomadas, como Yale ou Stanford.

Esse método orientado para a acao sera aplicado em toda a trajetéria académica do aluno
com a TECH. Dessa forma, o aluno sera confrontado com varias situagées da vida real e
tera de integrar conhecimentos, pesquisar, argumentar e defender suas ideias e decisdes. A
premissa era responder a pergunta sobre como eles agiriam diante de eventos especificos
de complexidade em seu trabalho dirio.




Método Relearning

Na TECH os case studies sao alimentados pelo melhor método de ensino 100%
online: o Relearning.

Esse método rompe com as técnicas tradicionais de ensino para colocar o aluno
no centro da equacéao, fornecendo o melhor conteddo em diferentes formatos.
Dessa forma, consegue revisar e reiterar os principais conceitos de cada matéria
e aprender a aplica-los em um ambiente real.

Na mesma linha, e de acordo com varias pesquisas cientificas, a repeticédo é
a melhor maneira de aprender. Portanto, a TECH oferece entre 8 e 16 repeticbes de
cada conceito-chave dentro da mesma licao, apresentadas de uma forma diferente,
a fim de garantir que o conhecimento seja totalmente incorporado durante o
processo de estudo.

O Relearning permitira uma aprendizagem com menos
esforco e mais desempenho, fazendo com que vocé se
envolva mais em sua especializacdo, desenvolvendo seu
espirito critico e sua capacidade de defender argumentos
e contrastar opinidées: uma equagao de sucesso.
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learning
from an
expert
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Um Campus Virtual 100% online com os melhores
recursos didaticos

Para aplicar sua metodologia de forma eficaz, a TECH se concentra em fornecer aos alunos
materiais didaticos em diferentes formatos: textos, videos interativos, ilustragées e mapas
de conhecimento, entre outros. Todos eles sdo projetados por professores qualificados
gue concentram seu trabalho na combinagdo de casos reais com a resolucéo de situagdes
complexas por meio de simulacao, o estudo de contextos aplicados a cada carreira
profissional e o aprendizado baseado na repeti¢do, por meio de dudios, apresentagoes,
animacgdes, imagens etc.

As evidéncias cientificas mais recentes no campo da neurociéncia apontam para importancia
de levar em conta o local e 0 contexto em que o contelido é acessado antes de iniciar
um novo processo de aprendizagem. A capacidade de ajustar essas variaveis de forma
personalizada ajuda as pessoas a lembrar e armazenar o conhecimento no hipocampo para
retencéo a longo prazo. Trata-se de um modelo chamado Neurocognitive context-dependent
e-learning que é aplicado conscientemente nesse curso universitario.

Por outro lado, também para favorecer ao maximo o contato entre mentor e mentorado,
¢ oferecida uma ampla variedade de possibilidades de comunicagao, tanto em tempo real
quanto em diferido (mensagens internas, féruns de discusséo, servico telefénico, contato
por e-mail com a secretaria técnica, bate-papo, videoconferéncia etc.).

Da mesma forma, esse Campus Virtual muito completo permitira que os alunos da TECH
organizem seus horarios de estudo de acordo com sua disponibilidade pessoal ou obrigacoes
de trabalho. Dessa forma, eles terao um controle global dos contetidos académicos e de suas
ferramentas didaticas, em funcéo de sua atualizagdo profissional acelerada.

O modo de estudo online deste programa
permitira que vocé organize seu tempo
e ritmo de aprendizado, adaptando-o a
Sua agenda”

A eficacia do método é justificada por quatro conquistas fundamentais:

1. Os alunos que seguem este método nao sé assimilam os conceitos, mas
também desenvolvem a capacidade intelectual através de exercicios de
avaliacdo de situagdes reais e de aplicagdo de conhecimentos.

2. A aprendizagem se consolida nas habilidades praticas, permitindo ao aluno
integrar melhor o conhecimento a pratica clinica.

3. Aassimilacdo de ideias e conceitos se torna mais facil e eficiente, gragas a
abordagem de situag¢des decorrentes da realidade.

4. A sensagao de eficiéncia do esforgo investido se torna um estimulo muito
importante para os alunos, o que se traduz em um maior interesse pela
aprendizagem e um aumento no tempo dedicado ao curso.
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A metodologia universitaria mais bem avaliada
por seus alunos

Os resultados desse modelo académico inovador podem ser vistos nos niveis gerais
de satisfagao dos alunos da TECH.

A avaliacéo dos alunos sobre a qualidade do ensino, a qualidade dos materiais, a estrutura e
0s objetivos do curso € excelente. Ndo € de surpreender que a instituicdo tenha se tornado
a universidade mais bem avaliada por seus alunos na plataforma de avaliagdo Trustpilot,
com uma pontuacao de 4,9 de 5.

Acesse o conteudo do estudo de qualquer
dispositivo com conexao a Internet (computador,
tablet, smartphone) gracas ao fato da TECH estar
na vanguarda da tecnologia e do ensino.

Vocé podera aprender com as vantagens do acesso
a ambientes de aprendizagem simulados e com a
abordagem de aprendizagem por observacéao, ou

seja, aprender com um especialista.
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Assim, os melhores materiais educacionais, cuidadosamente preparados, estarao disponiveis neste programa:

Material de estudo

>

O conteudo didatico foi elaborado especialmente para este curso pelos especialistas que
irdo ministra-lo, o que permite que o desenvolvimento didatico seja realmente especifico
e concreto.

Posteriormente, esse conteldo é adaptado ao formato audiovisual, para criar o método de
trabalho online, com as técnicas mais recentes que nos permitem lhe oferecer a melhor
qualidade em cada uma das pecas que colocaremos a seu Servico.

Praticas de aptidoes e competéncias

Seréo realizadas atividades para desenvolver as habilidades e competéncias especificas
em cada drea tematica. Praticas e dinamicas para adquirir e desenvolver as competéncias
e habilidades que um especialista precisa desenvolver no ambito da globalizagao.

Resumos interativos

Apresentamos os conteldos de forma atraente e dinamica em pilulas multimidia que
incluem audio, videos, imagens, diagramas e mapas conceituais com o objetivo de
reforgar o conhecimento.

Este sistema exclusivo de capacitagdo por meio da apresentacéo de contetdo
multimidia foi premiado pela Microsoft como "Caso de sucesso na Europa”

Leituras complementares

Artigos recentes, documentos cientificos, guias internacionais, entre outros. Na biblioteca
virtual do estudante vocé tera acesso a tudo o que for necessario para completar sua
capacitacao.

NS
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Case Studies

Vocé concluird uma selecao dos melhores case studies da disciplina. Casos
apresentados, analisados e orientados pelos melhores especialistas no cenario
internacional.

Testing & Retesting

Avaliamos e reavaliamos periodicamente seus conhecimentos ao longo de todo o
programa. Fazemos isso em 3 dos 4 niveis da Piramide de Miller.

Masterclasses —

Ha evidéncias cientificas sobre a utilidade da observagao de terceiros
especialistas.

O Learning from an expert fortalece o conhecimento e a memaria, e aumenta
nossa confianga para tomar decisées dificeis no futuro.

Guias rapidos de agao

A TECH oferece o conteldo mais relevante do curso em formato de fichas de trabalho
ou guias rapidos de agdo. Uma forma sintetizada, pratica e eficaz de ajudar os alunos a
progredirem na aprendizagem.

LI KK
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Certificagao

O Mestrado em Deep Learning garante, além da formagao mais
rigorosa e atualizada, o acesso a um certificado de Mestrado emitido
pela TECH Global University.
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Conclua este programa de estudos
COM SUCeSSo e receba seu certificado
sem sair de casa e sem burocracias”
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Este programa permitira a obtencao do certificado proprio de Mestrado em Deep Esse titulo proprio da TECH Global University, ¢ um programa europeu de formacgéo
Learning reconhecido pela TECH Global University, a maior universidade digital do continua e atualizagéo profissional que garante a aquisicdo de competéncias na sua area
mundo. de conhecimento, conferindo um alto valor curricular ao aluno que conclui o programa.

A TECH Global University, ¢ uma Universidade Europeia Oficial reconhecida publicamente Titulo: Mestrado em Deep Learning

pelo Governo de Andorra (bollettino ufficiale). Andorra faz parte do Espago Europeu de Modalidade: online

Educagao Superior (EEES) desde 2003. O EEES é uma iniciativa promovida pela Unido
Europeia com o objetivo de organizar o modelo de formagao internacional e harmonizar os
sistemas de ensino superior dos paises membros desse espaco. O projeto promove valores
comuns, a implementagéao de ferramentas conjuntas e o fortalecimento dos seus
mecanismos de garantia de qualidade para fomentar a colaboragdo e a mobilidade
entre alunos, investigadores e académicos.

Duragao: 12 meses
Acreditagao: 60 ECTS

L]
global | Mestrado em Deep Learning
» university
Distribuigdo Geral do Plano de Estudos Distribuigdo Geral do Plano de Estudos
Tipologia ECTS Curso Disciplina ECTS Cardcter
Obrigatdria (OB) 60 1° Fundamentos Matematicos de Deep Learing 6 0B
Opgdo (OP) 0 19 Principios de Deep Learning 6 o8B
Sr/Sra.__________________ com o documento de identidaden®_______________ foi is‘ag: (;R)‘ ’ 0 1o As redes neuronais, a base da Deep Learning 6 o8
. . e ese de Mestrado .
aprovado satisfatoriamente e obteve o certificado de: 0 1°  Treino de redes neuronais profundas 6 08B
Total 60 1°  Personalizagdo de modelos e treino com TensorFlow 6 0B
. 1° Deep Computer Vision com Redes Neuronais Convolucionais 6 0B
Mestrado em Deep Learni ng 1°  Sequéncias de Processamento utilizando RNN (Redes Neuronais 6 0B
Recurrentes) e CNN (Redes Neuronais Convolucionais)
Trata-se de um titulo préprio com duragdo de 1800 horas, o equivalente a 60 ECTS, com data 1°  Processamento de linguagem natural (PLN) com Redes Neurais 6 0B
de inicio dd/mm/aaaa e data final dd/mm/aaaa. Recorrentes (RNN) e Atengao
. . . . 1° Autoencoders, GANSs, e Modelos de Divulgagéo 6 [
A TECH Global University é uma universidade oficialmente reconhecida pelo Governo de Andorra i
19 Reinforcement Learning 6 oB

em 31 de janeiro de 2024, que pertence ao Espago Europeu de Educagéao Superior (EEES).

Andorra la Vella, 28 de fevereiro de 2024

4. A tecn .,

Dr. Pedro Navarro lllana Dr. Pedro Navarro lllana
Reitor Reitor

& i i i 4 cédigo unico TECH: BBADCEADBECB99D techitute.com/ttulos

*Apostila de Haia: Caso o aluno solicite que o seu certificado seja apostilado, a TECH Global University providenciara a obtengdo do mesmo a um custo adicional.
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Mestrado
Deep Learning

» Modalidade: online

» Duracéo: 12 meses

» Certificagdo: TECH Global University
» Acreditagéo: 60 ECTS

» Horario: ao seu préprio ritmo

» Exames: online
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